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O4 Delivers the Right Features & Architecture

Coherent Interface
Industry trends driving dermand for faster data processing and next-gen Leverages POe® with 3 mix-and-nratch
data center performance protocols
Increasing demand forcl;eterogene_o.ls computing and server A open industry- od LowLat
saggregation intsqum t 208
cache-coherent interconnect
. .Cache and .Menory targeted at near CPU

i j ' I 5 [TEOry cache coherent lat

Need for increased memory capacity and bandwidth expansion and accelerators ency

Lack of apen industry standard to address next-gen interconnect Asynmmretric Conplexity

challenges
Eases burdens of cache coherent
interface designs
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Pergstent Menmory -
Charac:tenstlcs and benefits of Persistent Menory (PMEM) H 4.
Byte-addressable (vs. NMe is block addressable)
e  Generally, lower latencies conpared to SSD

e (Cacheable (vs NMMeis uncached) -
o Data persists across power loss (vs. DRAMloses its content)

e  Generally, larger capacity (vs DRAM

Many Workloads benefit from PMEM R
 Traditional Databases - Accelerated logging/journaling, instant recovery

e Analytics/A/M_- real time access to large datasets, faster checkpainting p

e Sorage - caching, tiering, .. =

e HPC- Reduce checkpainting overhead e

e andnore..
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4L Protocal is WALl Suted for PVEM

OLmemprotocal is transactional, see below
 PMBEMnedia may have longer latencies, or vanable access latencies

e  Controller can hide longer and/or variable access latencies

O memabstraction

e Memory Controller and nedia are abstracted

 Enables newand innovative media types
COA 20 introduces menory QoS

 Device can synchronoudly report howloaded it is

e Canprevent head of line blocking in heterogenous menory configuration (e.g DRAM+PVEM
Cd4.20adds ¥ and G

M2S Request _
Master A TTRen T el Subordinate

Home
S2M No Data Response Memory

S2M Data Response

Controller
(device)

Agent
(Host)
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O Suppoarts Interleaving of Menory Devices
* Interleaving is performance feature | i

o Bxanple 8-wayinterleaved device F - Bl H
e Hwit works CXL Root Port CXL Root Port

o (XLHost Bridge HOM Decoders configured to select I
one of two Roat Ports based on Al12] 1620 T8

4 way at 1K

e HMDecodersin every switch configured to select
one of four DSPs based on A[11:10]

e HM©Decoders in the device configured for 8 way
interleave at 1K

o Device removes Al1210] fromthe Host Physical _
Address when computing the Device Physical e
Address Decoder

''''''''''
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PMEM Configuration Interface

Persistent menory devices rely on System Software for
pI‘OVISImlng and nanam Mem Driver

O4 20 introduces a standard register interface for managing OL

attached memory devices including PMEM devices 2l [

Ageneric menory device driver sinplifies software enabling
. PCle/CXL Bus
Architecture Hements
Defined as number of discoverable Capabilities
o (Capahilities includes Device Satus and standard mailbaxes, accessed via CXL 2.0 MEM
MMOregisters Register i/f

e Sandardized mailbax commands that cover errars/health, alerts,

. R e e
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Global Persistent Aush (GPR)

CXL
PMEMaware applications expect that the conrpleted writes are made persistent [ e pevie 1
In reality, the write data may be held in Processor/CX Device caches or e
Menmory Device Whte buffers for performance reasons - et S S T
Lbon an event such as sudden power-loss, the systemneeds to push the data to S
Persistent domain in order to keep the promise r: e pg, B
GPFis a Glabal event across cache coherency domain e, -
Controlled by host, enables coordination of flush activity between the host and pnetfe
the CXLdomain 5 —
Two phase X flow; with a barrier between the two phases e | T Tean
1. Host ask each O device to stop injecting newtraffic and flush its cache, device o —
acks /vhaseﬂe
2  Host asks each O device to push data in local buffersto Persistent domain, r:\p,,ase%
device acks °
If errortimeout detected in phase 1, host propagates “error flag” to each Mase 5 _

Sb

__phase 2RsPT

device during Phase 2 so PMEMdevices can log “dirty shutdown” event.
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Failure Management: Dirty Shutdown Count (DSO)

GPFfailure -> Oirty Shutdown triggered
e  Shutdown State (device internal): set dirty when the GPFflowis nat successful
e  DSC incremented when GPFfailed or data untraceable of conpletion (j.e. shutdown state is dirty)
e DSCisexposed via Get Health Info (mailbox OMD), must account for DSCfromather devices in the interleave set

@Device Not in Use @Devicein Use @ Normal Shutdown
Make up fromreset> <$xecute GPFflow <Sart narmral shutdown flowe
if shutdown state is dirty { <&et shutdown stater mailbox OMD> <et shutdown stater mailbox OMD>
DSCH;
shutdown state =clean; if (GPF flow successful)
} shutdown state =clean;
else do nothing else shutdown state =dirty; shutdown state =clean;

cccccc
Compute Express Link™ and CXL™ Consortium are trademarks of the Compute Express Link Consortium. ) Elp'i’r'\isf



Internal Paison List Retneval and Scan Media

Backgroundt
Any non-fatal DLEindicated as poison to preserve RAS
1. Internal Poison List Retrieval (Get Poison List)  ead physc 0 OSipenien may
e  (htainsa complete list of paisoned locations on the menory device ® Generate SIGBUS 0

process/\VM accessing X

e Avoids host access to menory locations with faults (to avoid DUE)
e Addition of new paoisoned locations: natified via M3 or VDM

CXL.cache/

mrﬁcatld\s R men & Return CXL poison on
* Geanng d pGSUEd location: host issues “ear Poison” command @ DUE in address X g:kerﬁ:t%h;gnwﬂgm tfg :wgét.
2 Scan Media
Invoked when the paison list overflowed or conplete scan is needed
«  Update of the scan outcome: natified via M3 or VOMndtifications Poison Nitification Bxanrple: Host Read, Device Response
e  Based onthe outcome, the host addresses the poisoned media ranges
and updates the paison list if DLEfound

e  Sowbackground operation! May stop if mailbox is full
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FormFactors for CXL Persistent Menory

Al farmfactars supporting PCle can be adaopted for O4_persistent menmory solutions.
Ex#. DS H.S Bx#2 BSFES/BL Bx #3: Add-in Card (AIQ)

E3.L (Up to 40W)

E3.S (Upto 25W)
E3.L 2T (Up to 70W)

£3.5 2T (Up to 40W)

s /B
e

Expected Max. Power Range o 12~25W o 25W-~40W(T), 40W~TOW(ZT) * Siilar range copared to BS/L

Reference: sniaorg
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Advantages over DOMMFormFactors

OL memory formfactars allow better capacity scaling under separate expansion memory channel (.e. PQe).

DIMM Capacity Scaling Trend

DDRx Mainstream Max # of DIMMs
Generation DIMM Speed per Channel
“

EDSHF/ AC/ etc.

Fiia ¢ Mretloicpner s 05
N o Moreflexible in F/F scaling up
oMY e

(more roomto explore non-TSV

e 2D0MVs per channel ->1 DMMper channel @ DORS options) _
era . Lesstolerable power budget (54g - | PUg morefeasible
e Lessflexiblein FFscaling up
» Hgh speed in DR restricts both capacity scaling and More restricted in stacking options
flexibility to allow persistent menory with relaxed BN (harder to stack without TSVs)

ute
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Challenges in Enabling Persistent Menory

1. More experiences needed in enabling newfeatures
e  Enabling persistent memory is ill at the early stage
«  Somefeatures need to reference the existing literature (ORAM-based), athers need new paradigm
* Bxanple of newfeatures applied to PMEMHN power management, RAS and security

2 Infrastructure readiness HNdevelgpment, SWinfrastructure
e HNdevelopment: throughput scaling is a big challenge considering power/thermal restrictions
o  SWinfrastructure: ground works are done, but more explaration still needed for general purpose applications

3. User experience readiness howto utilize the PVEM
e  Bventhrough infrastructure is ready, still few more years needed for the users to leam howto utilize PMEMeffectively!
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In Summary

Od4 Consortium Clis ideal for attaching Call to action
momentum continues to grow Persistent Menory

* 150+ members and growing o The pratocal designed with PMEMin o Join O Consortium
* Responding toindustry needs and nind, media-agnostic * Followus on Youlube, Twitter
challenges e Generic driver nodel eases SWenahling and LinkedIn for more updated
 Robust RAS and reliability features .
e Variety of Formfactors enable u
innovative systemdesigns , I n
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https://www.youtube.com/channel/UCg6onUPJCLKEH0guqDuAeFA
https://twitter.com/ComputeExLink
https://www.linkedin.com/company/35690788
https://www.linkedin.com/company/35690788
https://twitter.com/ComputeExLink
https://www.youtube.com/channel/UCg6onUPJCLKEH0guqDuAeFA
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Thank You
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