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Chapter 1. Document Overview 

1.1 Specification Objective 
The current document provides all aspects of the specification that impact hardware design. 

1.2 Terms and Acronyms 
The following is a list of terms and acronyms that are critical for broader understanding of the key aspects of the 5 

overall specification. The terms that are used within the context of the detailed specification of a chapter are not 
listed here and instead are listed within the chapter where they are used.    

Port – Port is associated with physical pins and has two sub-layers: a) CCIX® layer Port, referred to as CCIX 
Port and b) Transport layer Port, referred to as Transport Port. 

a. CCIX Port – CCIX Port acts as an ingress and egress of the CCIX Protocol Layer messages from a given10 

CCIX Device. Each CCIX Port must have an associated Transport Port as well.

b. Transport Port – A Transport Port is the Controller that acts as the gateway for ingress and egress of
transport layer packets.  Transport Port in this version of CCIX specification is based on PCI Express®
(PCIe®). Transport Port is referred to as PCIe Port for PCIe-based CCIX transport.

CCIX Link – CCIX Link is a logical connection between a pair of CCIX ports. Each CCIX Link manages credits 15 

used for CCIX message communication. 

a. For each CCIX Link there may be one or more CCIX layer Credit Classes for CCIX layer message
communication.

PCIe Link – PCIe Link is a physical connection between the PCIe Ports. PCIe Link conforms to the Link 
definition in the PCIe specification.  20 

Transport Link – Transport Link is a generic term to refer to a physical link in the Transport Layer 
specification used to overlay the CCIX Protocol Layer.  

CCIX Components – CCIX Components are architected building blocks required to define the CCIX coherency 
protocol. The CCIX protocol defines the interaction between these building blocks to achieve data sharing 
while conforming to memory consistency requirements. 25 

Acceleration Function – Acceleration Function is an implementation specific source of a memory access 
request for coherency protocol that are represented by a CCIX Request Agent for communication by CCIX 
coherency layer.   

CCIX Device – A CCIX Device is a physical entity consisting of one or more CCIX Components that conform to 
the CCIX protocol.  A CCIX Device must have at least one Port.  30 
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CCIX Agent – Any CCIX protocol Component that can be a source or a target of a transaction is referred to as 
a CCIX agent. A CCIX Agent can be further classified as one of the following agent types: 

a. Request Agent – A Request Agent (RA) is a CCIX Agent that is the source of read and write transactions.
Each of the CCIX RAs may have one or more internal initiators, Acceleration Functions (AFs).

b. Home Agent – A Home Agent (HA) is a CCIX Agent that manages coherency and access to memory for a5 

given address range. An HA manages coherency by sending snoop transactions to the required Request
Agents when a cache state change is required for a cache line. Each CCIX Home Agent acts as a Point of
Coherency (PoC) and Point of Serialization (PoS) for a given address.

c. Slave Agent – CCIX enables expanding system memory to include memory attached to an external CCIX
Device. When the Home Agent resides on one chip and some or all of the physical memory associated10 

with the Home Agent resides on a separate chip, the resulting new architectural component (the
expansion memory) is referred to as Slave Agent (SA). A Slave Agent is never accessed directly by a
Request Agent. A Request Agent always accesses a Home Agent, which in turn accesses the Slave Agent.

d. Error Agent – An Error Agent (EA) receives and processes protocol error messages. The protocol error
messages are sent from CCIX components.15 

CCIX Functional Block – CCIX Functional Blocks are building blocks that are needed to define functionality of 
CCIX Components; e.g., System Address Map (SAM). 

CCIX switch – CCIX switch is a CCIX Device consisting of two or more CCIX Ports capable of CCIX Port to Port 
forwarding. A CCIX switch may be embedded in a CCIX Device with Agents, or it may be a CCIX Device which 
has no CCIX Agents.  20 

Packet – Packet is the unit of transfer that is routed independently. 

SAM – System Address Map. 

G-SAM – Global System Address Map. This is the global view of the System Address Map of memory
accessed by all Home and Slave Agents.

G-RSAM – Global Request Agent System Address Map. This is the global view of the System Address Map of25 

memory accessed by all Request Agents.

G-HSAM – Global Home Agent System Address Map. This is the global view of the System Address Map of
memory accessed by all Home Agents.

RSAM – Request Agent’s view of SAM for a given CCIX Device. 

HSAM – Home Agent’s view of SAM for a given CCIX Device for the Requests to Slave Agents issued by HA. 30 

PSAM – SAM associated with a Port for outbound requests to allow mapping of an address range to a carrier 
CCIX Link for this request.  

PHY – Physical Layer of the interface.  

EDR – Extended Data Rate. The data rates for the PHY that are in addition to the standard PHY speeds 
defined by the PCI Express Base Specification (see Reference Documents).  35 

for 

Eva
luati

on



Hardware Specification for Evaluation Terms and Acronyms 

Document Overview © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 18 of 346 
July 8, 2019 

ESM – Extended Speed Mode – ESM is a mechanism to allow PCIe Link speed transitions between the 
standard PCIe speeds and EDR speeds. 

DW – Double Word – CCIX defines Double Word as a 4B-aligned 4B data element. 

DWord – DWord is another representation of DW with identical meaning.  

Snoop Hazard – A condition when a Snoop Request and a copyback request traveling in opposite directions 5 

are to the same cache line and have the same Target Agent and Source Agent respectively. 

Switches – CCIX topology supports multiple versions of a switch, these being: 

a. Transport Switch – PCIe switch, where messages are sent between endpoints using the PCIe-compatible
packet format.

b. Protocol Aware Switch (or CCIX Switch) – A switch that can use the optimized CCIX packet format and is10 

aware of the routing of agents; capable of merging of snoop responses for snoop broadcast messages;
detecting Snoop Hazards, and managing the coherence conflict.

Message Type – CCIX uses six Message Types, these being Memory Request, Snoop Request, Misc 
(credited), Memory response, Snoop response, Misc (Uncredited). 

a. Memory Request, Snoop Request, and Misc (credited) are Credited message types.15 

b. Memory Response, Snoop Response, and Misc (uncredited) message types require NO credits to be
sent.

CCIX Consortium Identifier (CCID) – The 16-bit common identifier in CCIX DVSEC structures and CCIX PCIe 
Compatible Header Protocol Messages. 

CCIX Consortium Unique Value (CCUV) – The hardware default 16-bit value in CCIX DVSEC structures and 20 

CCIX PCIe Compatible Header Protocol Messages. CCUV is also the CCID if the CCID has not been re-
programmed with a new 16-bit value. CCUV is obtained from the CCIX Consortium. 
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1.3 Reference Documents 
PCI SIG documents, available at https://pcisig.com/specifications: 

• 1PCI Express Base Specification, Revision 4.0, Version 1.0

• PCI Express Card Electromechanical Specification, Revision 4.0

• PCI Local Bus Specification, Revision 3.0 5 

• PCI-X Addendum to the PCI Local Bus Specification, Revision 2.0

• PCI Hot-Plug Specification, Revision 1.1

• PCI Standard Hot-Plug Controller and Subsystem Specification, Revision 1.0

• PCI-to-PCI Bridge Architecture Specification, Revision 1.2

• PCI Bus Power Management Interface Specification, Revision 1.210 

• PCI Firmware Specification, Revision 3.0

• Address Translation Services, Revision 1.1

• PCI Express Base Specification, Revision 1.0a, PCI-SIG

OIF Common Electrical I/O (CEI) Electrical and Jitter Interoperability Agreement for 25+ GT/s I/O, IA # OIF-CEI-
03.1, February 18, 2014 15 

Unified Extensible Firmware Interface (UEFI) Specification, Version 2.7 

1 All references to the PCI Express Base Specification in this document are to the PCI Express Base 
Specification, Revision 4.0, Version 1.0, unless indicated otherwise. 
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Chapter 2.  CCIX Overview 

2.1 Introduction 
The Cache Coherent Interconnect for Accelerators (CCIX™) enables a new model of data sharing between a 
server host, accelerators and external interface attached memory. CCIX extends the existing data sharing 
paradigm for processor-to-processor and processor-to-memory interactions, to include data sharing between 5 

processor-to-accelerator, and accelerator-to-accelerator. Additonally, data sharing between processors and 
accelerators is expanded to include data in memory attached to PCIe devices. Thus, CCIX enables data to be 
shared freely between process threads on Host processor cores and Acceleration Functions (AFs), without 
software intervention (OS or driver) to manage the data movement between host and accelerators, similar to 
how data is shared between process threads executing on processor cores.  10 

In addition, CCIX enables expansion of system memory to include peripheral attached memory. Memory 
attached to different devices, besides the default of being managed by a driver, can be optionally seen as an OS 
managed pool of memory with non-uniform latencies, as is the case for existing Non-Uniform Memory Access 
(NUMA) architectures.   

CCIX allows all data structures to be referenced by a common set of Virtual Addresses (VA) between all 15 

processing entities (hosts, accelerators and IO devices - accelerators and IO device are here on referred to as 
accelerators). In order to achieve these capabilities, CCIX expands the Shared Virtual Memory (SVM) model to 
include the following key attributes: 

Expanded System Memory: 

CCIX allows expanding the System Memory domain beyond host attached memory. The host memory 20 

manager can optionally allocate and manage peripheral attached memory in the same manner that host 
memory is allocated and managed, as part of system memory.  

Thus, with CCIX Memory Expansion, a host can expand its memory capacity and/or support new memory 
technologies beyond that available with the host’s native memory capabilities. Note that the host’s view of 
peripheral attached memory is consistent with the existing view of memory in a multi-node host system, the 25 

Non-Uniform Memory Access (NUMA) memory model.  

Software transparent data movement based on a processor’s or accelerator’s application access patterns: 

CCIX enables hardware coherent caches in accelerators, and maintains a consistent view of shared data for 
both processor and accelerator accesses without explicit intervention from software. 

In a CCIX system, caching allows implicit movement of shared data for further re-use or modification, based 30 

on the processor's or accelerator's access patterns, without the overhead of software migrating or 
maintaining multiple or modified copies between them.  

There are use cases, for example the GPU-based co-processing model for numerical analysis, where OS 
(memory management) assisted implicit data movement is a suitable paradigm, and solutions do exist for 
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these use-cases. Due to the software overhead involved, OS assisted data movement is typically only done 
for bulk data at a coarse-grained level. However, there are fine-grained data sharing use cases for example, 
the offloading of large graph transversal, that benefit from hardware managed cache coherency provided by 
CCIX. Thus, CCIX has an inherent ability to support both coarse-grained and fine-grained data sharing use
cases. 5 

Application-managed movement of data from host to accelerator attached memory: 

CCIX enables applications to orchestrate data movement from one memory node to another without 
requiring any OS assistance, and while still preserving the SVM data sharing model. This allows a producer of 
data to place that data next to the computational entity (processor or an Acceleration Function) that is the 
consumer of the data. The optimal memory location for placement of the data can be determined from CCIX 10 

provided proximity information of memory to the computational entity.  

The combined capabilities form the basis of a new model of seamless data sharing and data movement between 
host memory and processors, and peripheral attached memory and accelerators. Data either naturally migrates 
to the optimal location based on an application’s access patterns on the CCIX cache coherent network, or the 
application itself can orchestrate data movement between accelerator-attached and host-attached memory, all 15 

without requiring either OS or driver support. 

2.2 Topologies 
The CCIX standard enables multiple platform topologies for connecting hosts to I/O devices, starting with 
support for tree-topologies that are common to the PCIe® interconnect. CCIX also supports mesh, ring and other 
flexible topologies that are overlaid over the PCIe transport or, in the future, additional transports. The figures 20 

illustrate a few of the direct-attached topologies and illustrate a few of the mesh topologies that can be enabled 
by CCIX. For illustrations in Figure 2-1 and Figure 2-2 with a CCIX-linked host, the host has a computational entity 
(Processor or an Acceleration Function) as well as host attached memory. 

Figure 2-1: Example CCIX Direct-Attached topologies 25 
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Figure 2-2: Example CCIX Fully Connected topologies 

• Figure 2-1 (1a): Illustrates a platform with a CCIX-linked host direct-attached to a peripheral with a CCIX
accelerator. This platform enables application acceleration with data sharing between the accelerator
and processors, with the data residing only in host attached memory.5 

• Figure 2-1 (1b): Illustrates a platform with a CCIX-linked host direct-attached to a peripheral that has a
CCIX accelerator as well as peripheral memory on the same device that can be host-mapped as part of
system memory. This platform extends the application acceleration capabilities of platform 1a to enable
sharing between the accelerator and processors such that the data can reside not only in host attached
memory but also reside in locally attached accelerator memory as part of expanded system memory.10 

• Figure 2-1 (1c): Illustrates a platform with a CCIX-linked host direct-attached to a peripheral that has
memory that can be made part of the host system map. On this platform, the host has expanded
memory capabilities. The expanded memory capability may offer either expansion of memory capacity
and/or allow integration of new memory technology beyond that of the host’s native capabilities.

• Figure 2-2: Illustrates a platform with the CCIX-linked host and CCIX accelerators, all nodes in a CCIX15 

mesh topology.  With CCIX links between the accelerators as well as between the accelerators and the
host, fine-grained data sharing can occur across multiple accelerators and processors. In addition,
system memory may be expanded to include accelerator attached memory when present, such that the
shared-data can reside in either host-attached memory or accelerator-attached memory, for optimized
data movement.20 

2.3 CCIX Architecture Model 
CCIX specifies a cache coherent interconnect that is overlaid on a PCIe transport.  The overlay nature of the 
coherency interconnect makes it possible for CCIX coherency interconnect traffic to be carried over transports 
other than PCIe in the future.  For the case of CCIX over a PCIe transport, CCIX also enhances PCIe to allow the 
carrying of coherency traffic in a manner that minimizes the impact to latency due to the PCIe transaction layer. 25 

In order to achieve the lower latency for CCIX communication, CCIX creates a light weight transaction layer that 
can independently co-exist alongside the standard PCIe transaction layer.  Additionally, a CCIX link layer (that is 
overlaid on a physical transport like PCIe) ensures the availability of sufficient transaction channels necessary for 
deadlock free communication of CCIX protocol messages.  

CCIX’s PCIe-based Transport layer utilizes the common data link and Physical (PHY) layers to carry PCIe and CCIX 30 

transactions. As such, CCIX’s PCIe-based transport definition naturally includes any enhancement done for PCIe 
Data link, logical phy or physical layers by the PCI-SIG in future PCI Express Base specifications. For the PHY layer, 
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unless explicitly stated otherwise in a given CCIX revision, the CCIX standard supports all standard data rates 
(including new data rates as and when they get defined) in the PCI Express Base Specification, and additionally 
defines two new data transfer rates—20GT/s and 25GT/s.  

The CCIX model of overlaying the CCIX coherency interconnect over PCIe transport, and the associated 
enhancements to the PCIe Transport are shown in Figure 2-3.  5 

Figure 2-3: CCIX and associated PCIe layers 

Chapter 4 provides the CCIX Transaction Layer specification.  

The sections below define the key components and features of the CCIX architecture. 

 Components of the CCIX Architecture 10 

CCIX defines the memory access protocol in terms of CCIX Components.  Each CCIX device contains a selection of 
CCIX Agents, and communication Ports and associated Links with associated resources, as illustrated in Figure 
2-4. An Agent can either be a Request Agent, a Home Agent, a Slave Agent, or an Error Agent. An Agent is
identified within the protocol using an Agent ID value. A brief description of each agent type is given below:

• Request Agent – A Request Agent (RA) performs read and write transactions to addresses within the15 

system. An RA can choose to cache the memory locations accessed.   Each of the CCIX RAs may have one
or more internal initiators, referred to as Acceleration Functions (AFs).

• Home Agent – A Home Agent (HA) is responsible for managing coherency and access to memory for a
pre-determined address range. It manages coherency by sending snoop transactions to the required
Request Agents when a cache state change is required for a cache line. Each CCIX Home Agent acts as a20 

Point of Coherency (PoC) and Point of Serialization (PoS) for a given address.

• Slave Agent – CCIX enables the expansion of system memory to include memory attached to peripheral
devices.  This scenario occurs when the Home Agent resides on one chip and some or all of the physical
memory associated with the Home Agent resides on a separate chip. This architectural component (the
expansion memory) is referred to as Slave Agent (SA). A Slave Agent is never accessed directly by a25 

Request Agent. A Request Agent always accesses a Home Agent, which in turn accesses the Slave Agent.
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When the memory or memory interface for a Home Agent is located on the same chip as the Home 
Agent, the slave that provides the memory is not exposed as a CCIX Slave Agent. 

• Error Agent – An Error Agent receives and processes protocol error messages. The protocol error
messages are sent from CCIX Components.

Each Agent has an assigned AgentID value. Request Agents, Home Agents, Slave Agents and Error Agents are 5 

allowed to share the same AgentID value if they are located on the same chip.  This ensures that ID routable 
CCIX protocol messages and error reporting messages can be routed by ID alone without needing the Agent type 
information. 

The routing of messages between chips is done using Ports and Links as defined below. 

• CCIX Port – A CCIX Port acts as the ingress and egress port for CCIX messages from a given CCIX Device.10 

Each CCIX Port must have an associated Transport Port. A Transport Port is associated with a set of
physical pins that carry both inbound and outbound traffic. A single CCIX Port can only receive one
packet at a time from the off-chip interface, and can only transmit one packet at a time to the off-chip
interface via the Transport Port.

• CCIX Link – A CCIX Link is defined as the connection between two CCIX Ports and has dedicated15 

resources for communication. Credits are exchanged to indicate the level of resources that are available
at the Receiver to accept messages.

Each CCIX Port is associated with a Transport Port. The Transport Port is limited to a PCIe Port.  A CCIX Port is 
responsible for creating a PCIe compatible Vendor Defined Message (VDM) Transaction Layer Packet (TLP), or 
CCIX Packet with optimized header, which is still compatible with the PCIe Data Link Layer and Physical Layer. 20 

CCIX protocol messages are carried in the payload of the PCIe compliant or optimized TLPs.   

Each CCIX Port can communicate with one or more other CCIX Ports. To communicate with more than one other 
Port, the Port must contain multiple Links and an external Transport Switch. The external Transport Switch is 
required to select and route packets to the targeted CCIX Port via the associated Transport Port. The Transport 
Switch has no protocol-level awareness and its only function is to route packets between different CCIX Ports. 25 

The physical layer associated with a CCIX Port can either be a PCIe Port with PCIe PHY characteristics or a CCIX 
PHY that extends the PCIe PHY to higher transfer rates, while maintaining backward compatibility with the PCIe 
PHY characteristics and lower transfer rates. 
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Figure 2-4: Components of the CCIX Architecture 

 Port Aggregation 

CCIX can achieve higher bandwidth connectivity between two CCIX devices by optionally aggregating multiple 
CCIX ports. The CCIX Architecture defines a method to distribute memory access requests and snoops across 5 

multiple CCIX ports, where each CCIX Port maps to a PCIe controller when PCIe is used as a transport, to 
effectively achieve higher bandwidth between CCIX Agents. Port Aggregation is typically used where the 
throughput available from a single Port is not sufficient to meet the communication needs between two chips. 

Figure 2-5: Load distribution for address based requests across multiple CCIX Ports 10 
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 CCIX Extended Data Rate Physical Layer 

The CCIX Transport is derived from the PCIe standard. As such, it supports all the interface speeds supported by 
PCIe. CCIX additionally defines 20GT/s and 25GT/s transfer rates to allow higher bandwidth connectivity 
between processors and accelerators.  

Chapter 4 defines the logical PHY portion of the specification. The specification provides details of 5 

enhancements to the LSSTM state machine of logical PHY to support extended data rates. 

Chapter 5 defines the electrical specification of the 20GT/s and 25GT/s Physical speeds. 

2.4 CCIX Management Framework 
CCIX Devices are discovered and managed as PCIe Devices. Components and their capabilities are discovered 
through a Designated Vendor-Specific Extended Capability (DVSEC) section in the PCIe configuration space. CCIX 10 

DVSEC carries a common CCIX Consortium ID (CCID) in the DVSEC Vendor ID field of the PCIe Configuration 
Header. The CCIX DVSEC defines capabilities and also provides the fields for controls and status.  

CCIX coherency interconnect is managed through a standard CCIX driver.  Acceleration Functions are managed 
as PCIe functions through vendor provided drivers. CCIX allows accelerator attached memory to become part of 
the overall system memory. It is then managed by the kernel memory manager as allocable system memory.  15 

Chapter 6 provides a detailed definition of the Protocol and Transport Layer DVSEC. 

2.5 RAS Architecture 
CCIX defines a Server-class Reliability Availability and Serviceability (RAS) feature-set, including propogating and 
reporting uncorrected data errors only on consumption of the data. 

The CCIX RAS architecture maintains reporting of PCIe transport errors through the Advanced Error Reporting 20 

(AER) mechanism, defined in the PCI Express Base Specification. Errors relating to the CCIX coherency 
interconnect are reported through a separate parallel mechanism to AER. The new mechanism for logging and 
reporting protocol errors is referred to as the Protocol Error Reporting (PER) mechanism. PER errors in the CCIX 
devices are logged in the Protocol DVSEC and are reported to a targeted Error Agent via a PER message routed 
to the AgentID associated with that Error Agent.   25 

The detailed specification of CCIX RAS features and mechanisms is defined in Chapter 7. 

2.6 Address Translation Service  
CCIX leverages the Shared Virtual Memory (SVM) model for data sharing, where data-structures are shared 
based on Virtual Addresses (VAs). CCIX utilizes PCIe’s Address Translation Service (ATS) standard to allow CCIX 
Devices to map VAs to their associated Physical Addresses (PAs) as well as provide access controls, on a per page 30 

basis. 

CCIX accelerators ensure that all memory requests from AFs pass through an Address Translation Cache (ATC) 
component of the ATS to map VA-to-PA, and to enforce access rights control.  
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To achieve the full extent of the capabilities offered by CCIX, described earlier in CCIX Architecture Model, and 
thereby achieve full flexibility in the data-movement architecture, CCIX requires a richer set of memory 
attributes than currently offered by the PCIe 4.0 specification.  As a result, CCIX defines extensions to the ATS 
specification to acquire additional memory attributes on a per request basis. Chapter 8 provides details of 
additional memory attributes supported by CCIX request messages.  5 

2.7 Signaling Hosts from Accelerators 
CCIX uses the PCIe standard’s Message Signaling Interrupt (MSI/MSI-X) specification to signal events from 
Accelerators to a host processor. In Rev 1.0, there is no specific architected mechanism to signal the embedded 
functions in the CCIX device from the host.  

The CCIX Software guide provides further details on the acceleration framework in the presence of CCIX. 10 

2.8 Establishing Trust with a CCIX Accelerator 
CCIX utilizes the PCIe ATS service to map request VA to corresponding PA and also to provide access control on a 
per page basis.  All CCIX devices provide the following assurances:  

Presence of trusted infrastructure layer – CCIX devices ensure that all requests from AFs through an address 
translation service to ensure that accesses rights control is applied for the accesses.  15 

Device implements industry standard Secure boot mechanism – CCIX device ensure that firmware on device 
is trusted.  

The Software Guide Revision 1.0 provides further details on the mechanism to establish that a CCIX device in use 
is indeed a genuine CCIX device implementing the required assurances for system robustness.  

2.9 Scope of the Document 20 

This evaluation version of the specification includes all chapters, except the chapter on Physical Layer, from the 
CCIX Base Specification with no or minimal modification. The Physical layer chapter which mostly describes 
operation for new speeds beyond the speeds covered in PCI-SIG specifications ( i.e., 20G and 25G) is removed. 
For PCIe speeds, information is available to PCI-SIG members from the PCI Express Base Specification. 

25 
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Chapter 3.  Protocol Layer 

3.1 Introduction  
This chapter describes the Protocol Layer of the CCIX® specification. The key features of this protocol are: 

• It describes the memory read and write flows in terms of request-response behavior. Except for
Miscellaneous transactions, all other transactions include either a request and a response message, or a 5 

request, response, and an acknowledgment message. 

• The different message types in the protocol are Memory requests, Memory responses, Snoop requests,
Snoop responses, Credited Miscellaneous, and Uncredited Miscellaneous messages.

• The memory accesses can be either coherent or non-coherent. For coherent accesses, the protocol also
specifies appropriate actions to maintain data coherency.10 

• Protocol message flow control is using protocol level credits.

The next section includes a brief overview of a CCIX system, including descriptions of various components; 
discovery and enumeration of each component and their connectivity; support required for routing messages in 
the system, which is followed by example supported topologies and message field descriptions. Details of 
protocol flows and message formats are given in subsequent sections. 15 

 CCIX Agents 

A CCIX system consists of a number of chips, each of which contain a selection of agents. CCIX Agents can be a 
Request Agent, Home Agent, Slave Agent, or an Error Agent. An Agent is identified within the protocol using an 
Agent ID value. A brief description of each agent type is given below: 

• Request Agent – A Request Agent performs read and write transactions to different addresses within20 

the system. A Request Agent can cache locations that it has accessed.

• Home Agent – A Home Agent is responsible for managing coherency and access to memory for a pre-
determined address range. It manages coherency by sending snoop transactions to the required
Request Agents when a cache state change is required for a cache line.

• Slave Agent – A Slave Agent can provide additional memory. A Slave Agent is never accessed directly by25 

a Request Agent. A Request Agent always accesses a Home Agent, which in turn accesses the Slave
Agent. When the memory or memory interface for a Home Agent is located on the same chip as the
Home Agent, the slave that provides the memory is not exposed as a CCIX Slave Agent.

• Error Agent – An Error Agent receives and processes protocol error messages. The protocol error
messages are sent from CCIX components. Request Agents, Home Agents, Slave Agents, Error Agents,30 

CCIX Ports and CCIX Links in the system are CCIX components.

Each CCIX Agent has an assigned Agent ID value. It is required that Request Agents, Home Agents, Slave Agents 
and Error Agents with the same Agent ID value are located on the same chip. This ensures that messages can be 
routed by ID, without needing the Agent type information. 
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Each CCIX Port can communicate with one or more other CCIX Ports. To communicate with more than one other 
external Port, the Port must contain multiple Links and an external Transport Switch. The external Transport 
Switch is required to select and route packets to the targeted Port. The Transport Switch has no protocol level 
awareness and its only function is to route packets between different Ports. The Transport Switch in the figure 
can be replaced with a CCIX Switch. A CCIX Switch includes CCIX Ports and supports CCIX Links. 5 

A CCIX Link is defined as the connection between two CCIX Ports and has dedicated resources for 
communication. Credits are exchanged to indicate the level of resources that are available at the Receiver to 
accept packets. 

Figure 3-1 illustrates the relationship between the various CCIX Agents, CCIX Ports and CCIX Links. The figure also 
includes a four ported Transport Switch. Definitions of CCIX Port, CCIX Link, CCIX Agent and CCIX Switch and their 10 

primary responsibilities are given in Section 3.16. 
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 Discovery and Enumeration 

A CCIX system uses a discovery and enumeration process before active operation can commence. The precise 
mechanism to perform the discovery and enumeration process is not defined by the architecture.  

The discovery process must complete the following activities: 

• Discover each of the chips that exist in the system. 5 

• Discover any transport switches that exist in the system, including protocol aware embedded and stand-
alone switches.

• Discover the agents that reside on each chip in the system.

• For each Home Agent, discover the size of the address range that it requires in the system address map.

• For each Slave Agent, discover the size of the address range that the Slave can provide to a Home Agent10 

on another chip.

The enumeration process must complete the following activities: 

• Determine the topology of the system and an appropriate routing algorithm.

• Assign Slave Agents to Home Agents.

• Determine the overall Global System Address Map for Home Agents and Slave Agents (G-RSAM and G-15 

HSAM).

• Determine the overall system Agent ID assignment. (Global ID Map)

The routing of messages is either Address based or ID based. Each message to be routed to the destination does 
not need to include path information as the architecture uses a distributed routing mechanism. The next hop to 
be taken in the path is determined at each individual hop.  20 

The overall Global System Address Map (GSAM) is a conceptual structure; however, each chip is only required to 
be programmed with a view of the GSAM that allows it to route packets either internally or to an appropriate 
CCIX Port/Link on the chip. It is not required that an individual chip has the knowledge of the full routing to the 
chip where the Home for a given address resides. 

Similarly, for ID based routing, each chip is only required to be programmed with a view of the ID routing that 25 

allows it to route packets either internally or to an appropriate CCIX Port/Link on the chip. It is not required that 
an individual chip has a knowledge of the full routing to the chip where the Agent with the given ID resides. See 
Section 3.13.1 for details. 

After the overall enumeration process is complete, each chip must be programmed with: 

• Agent ID values that are used by the chip.30 

• The chip level ID routing information, known as the ID Map table (IDM), lists for each agent in the
system if it is on the same chip or on another chip. If the target is on another chip, then the entry has
the egress CCIX Port number and CCIX Link number.

• The chip level address map for Request Agents, known as the Request Agent SAM (RSAM). This is
derived from the G-RSAM, but only contains the information required by the chip to route an address35 
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locally or to another chip. If the target is on another chip, then the entry has the egress Port number. A 
chip that does not include a Request Agent but is capable of forwarding Requests from an ingress Port to 
an egress Port must include an RSAM. 

• If the chip contains Ports which have multiple Links, the Port SAM (PSAM) must be programmed. This is
derived from the G-RSAM, but only contains information relevant to the Port. It maps a given address to 5 

a CCIX Link. 

• If the chip contains Home Agents which access Slave Agents on the other chips, the Home SAM (HSAM)
must also be programmed. HSAM lists which Port a Request to egress on for a given address. A chip that
does not include a Home Agent but forwards Requests from a remote Home from ingress Port to an
egress Port must include an HSAM.10 

• If the chip permits forwarding of Broadcast and Broadcast-1 snoops, then Broadcast Forward Control
Vector (BCastFwdCntlVctr) must be programmed. See Section 3.13.2.

 Topologies 

CCIX does not require any particular topology. This section describes some regular topologies that enumeration 
software can be expected to route. However, there may be other functional topologies, which are beyond the 15 

capability of the enumeration software to find a suitable routing algorithm. 

 Fully Connected 

In a fully connected topology, every chip has a CCIX Link that is directly connected to every other chip. Routing in 
this topology is trivial and it is simply a case of choosing the appropriate Link to reach the chip that contains the 
destination. 20 

There are no address map layout restrictions with this topology. 

 Tree 

In a tree topology, each CCIX Link is the only possible path from the Agents that are located on one side of the 
Link to the Agents that are located on the other side of the Link. If any Link in a tree topology is removed then 
the system becomes two isolated islands.  25 

Routing in a tree topology is relatively simple as there is only one possible route from one chip to another, even 
though this may involve multiple hops. 

To ensure that the number of RSAM entries and PSAM entries is constrained, it must ensure that all address 
ranges reached via a given CCIX Link are adjacent in the address map.  

Note: This address map assignment is analogous to the PCIe® bus number assignment, where it is always 30 

possible to assign adjacent bus numbers on each branch of the tree. The need for two address ranges on a single 
Link is analogous to the upstream routing in a PCIe tree. 

 Multi-Dimensional Array 

In a multi-dimensional array, each chip can be given a coordinate within the array and must have a CCIX Link 
that directly connects it to neighbors in each dimension. 35 
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For each dimension, the chip must be connected to the chips which have the coordinates of +1 and -1 in the 
given dimension and the same coordinates in the other dimensions. At the edge of the array either the +1 or -1 
coordinate does not apply. For example, in an 8 by 8 two-dimensional array, the chip with coordinates (3,6) 
must be connected to (2,6) (4,6) (3,5) and (3,7). 

Routing in multi-dimensional array must be done by always routing in one dimension first, then in a second 5 

dimension, and so on until all dimensions are done. 

For example, in a two-dimensional array, one scheme is to route in the x-dimension first then the y-dimension. 
While it is possible for packets that are travelling in the x-dimension to be blocked waiting for progress of 
packets in the y-dimension, it can be ensured that all packets travelling in the y-dimension will have no 
dependency on packets travelling in the x-direction and hence deadlock can be avoided. 10 

Two routing examples are given below: 

To route from (3,4) to (5,7) the route is (3,4) – (4,4) – (5,4) – (5,5) – (5,6) – (5,7) 

To route from (6,2) to (3,4) the route is (6,2) – (5,2) – (4,2) – (3,2) – (3,3) – (3,4) 

Address Map assignment with a multi-dimensional array must be done taking in to consideration the routing 
scheme. To ensure that each chip only requires one SAM entry per CCIX Port/Link it must be ensured that 15 

components with adjacent coordinates are adjacent in the address map and it must be ensured that all 
components in the dimension that is routed last are adjacent in the address map. 

Support for Multi-dimensional array topology is optional.  

3.2 Message Fields 
This section describes the fields in each message type. The description includes listing of width of each field, 20 

their definitions and legal values they can take. 

 Request Message 

Table 3-1 lists the fields in a Request message. The Comments column indicates any additional requirements for 
a 128B cache line and if a field is part of an Extension. 

The bottom rows of this table list additional fields that are required in a Request message when it includes Data. 25 
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Table 3-1: Request message fields 

Field Description Width 
(bits) 

Comments 

TgtID Target Identifier 6 

SrcID Source Identifier 6 

MsgLen Message Length 5 6 bits for 128B cache line 

MsgCredit Message Credit sent 6 

Ext Extension included 1 

MsgType Message Type 4 

QoS QoS Priority Field 4 

TxnID Transaction Identifier 12 11 bits for 128B cache line 

ReqOp Request Opcode 8 

Addr Addr[51:6] 46 

Addr[63:52] 12 In Extension field; ExtType=0 

Addr[5:0] 6 In Extension field; ExtType=1 

NonSec Transaction to Non-
secure region 

1 

ReqAttr Size, Memory, Snoop 
and Transaction Order 
attributes  

8 

User User defined field 28 In Extension field; ExtType=2 

Additional fields when data present in a Request message: 

Data Data 64, 128, 
256, 512 

Also, 1024 bits for 128B cache line 

BE Byte Enables Data 
Width/8 

Poison Poison 8 In Extension field; ExtType=6 
16 bits for 128B cache line 
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 Snoop Message 

Table 3-2 lists the fields in a Snoop message. The Comments column indicates any additional requirements for a 
128B cache line and if a field is part of an Extension. 

Table 3-2:  Snoop message fields  

Field Description Width 

(bits) 

Comments 

TgtID Target Identifier 6 

SrcID Source Identifier 6 

MsgLen Message Length 5 6 bits for 128B cache line 

MsgCredit Message Credit sent 6 

Ext Extension included 1 

MsgType Message Type 4 

TxnID Transaction Identifier 12 11 bits for 128B cache line 

SnpCast Agents targeted by Snoop 2 

DataRet Data Return to Source 1 

SnpOp Snoop Opcode 4 

Addr Addr[51:6] 46 

Addr[63:52] 12 In Extension field; ExtType=0 

NonSec Transaction to Non-secure 
region 

1 

User User defined field 28 In Extension field; ExtType=2 
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 Response Message 

Table 3-3 lists the fields in a Response message. The Comments column indicates any additional requirements 
for a 128B cache line and if a field is part of an Extension. 

Table 3-3: Response Message Fields 

Field Description Width 
(bits) 

Comments 

TgtID Target Identifier 6 

SrcID Source Identifier 6 

MsgLen Message Length 5 6 bits for 128B cache line 

MsgCredit Message Credit sent 6 

Ext Extension included 1 

MsgType Message Type 4 

TxnID Transaction Identifier 12 11 bits for 128B cache line 

RespOp Response Opcode 3 

RespAttr Response Attribute 3 

RespErr Response Error 2 In Extension field; ExtType=6 

User User Defined Field 28 In Extension field; ExtType=2 

Additional fields when data present in a Response message: 5 

• Same as Request with Data.

• Data width is cache line size irrespective of whether Snoop response is full or partial cache line.

• Byte enable field is only required in partial cache line Snoop response.

• Byte enable field is not required and all byte enables are implicitly assumed to be asserted in full cache
line Snoop responses.10 

• Byte enable field is not required in Read data response. Valid data is determined from Request address
and Request Size attribute.

 Field Descriptions 

• Ext: If set to 1, indicates inclusion of a 4B extension. When set in an Extension it indicates an additional
4B Extension.15 

• MsgCredit: Identifies if message credits are passed to the sender side of the CCIX Link. Identifies the
number and type,  shown in Figure 3-2.
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Num Credits

ReqSnoop Data

Figure 3-2: Bits in MsgCredit field 

o Number of bits and encoding: 6 bits

o Encoding: 0, 1, 2, 3 credits per credit type.

• MsgType: Identifies the message type in the payload, shown in Table 3-4:5 

o Memory request

o Snoop request

o Misc (Credited)

o Memory response

o Snoop response10 

o Misc (Uncredited): include Credit exchange messages.

Table 3-4: MsgType field encoding 

MsgType[3:0] Message Type Credit type used 

0001 Memory request Request only or Request & Data 

0010 Snoop request Snoop 

0011 Misc (Credited) Misc 

1001 Memory response Uncredited 

1010 Snoop response Uncredited 

1011 Misc (Uncredited) Uncredited 

Others Reserved 

• MsgLen: Identifies the length of the Message in 4 Byte increments.

Table 3-5: MsgLen field encoding 

MsgLen[5:0] 

Bytes in the Message 
(Cache line) 

(64B) (128B) 

0x00 Reserved Reserved 

0x01 4 4 

0x02 8 8 

--- --- --- 
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MsgLen[5:0] 

Bytes in the Message 
(Cache line) 

(64B) (128B) 

0x1D 116 116 

0x1E Reserved 120 

0x1F Reserved 124 

0x20 NA 128 

--- NA --- 

0x2F NA 188 

0x30-0x3F NA Reserved 

• SnpCast: Identifies the agents targeted by a single Snoop.

Table 3-6: SnpCast field encoding 

SnpCast[1:0] Target 

00 Unicast 

01 Broadcast 

10 Broadcast-1 

11 Reserved 

• DataRet: Data return to Source. Indicates if data is to be returned to Home. See Section 3.3.4.1 for
details.

• QoS: Quality of Service priority level. 5 

o Only Requests have QoS field.

o No setting of QoS should affect functional correctness.

o There is no required behavior for the QoS field. However, the expected default behavior is
that ascending values of QoS indicate higher priority levels.

o Primary use is for Home and Memory Controller scheduling of transactions.10 

• TgtID: Target Identifier associated with the message.

• SrcID: Source Identifier associated with the message.

• TxnID: Transaction Identifier associated with the message.

• ReqOp, SnpOp, and RespOp: Specifies the operation to be carried out. The Opcode encodings are
specific to each message type. See later section for Request, Snoop and Response opcodes.15 

• Addr: Specifies the address associated with the message. The basic message supports an address width
of 52 bits, while Extensions expand this to 64 bits. The allowed address size is defined by the AddrWidth
property.
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o Coherent Request messages and Snoop messages support cache line addressability,
minimum cache line size of 64B.

o Non-coherent Request messages support sub cache line addressability.

• NonSec: Indicates access to a Non-secure region. The properties of Non-secure address space are:

o Secure and Non-secure are different address spaces. 5 

o It is not permitted for a Non-secure transaction to access a Secure location.

o Any device not implementing a difference between these must indicate all transactions as
Non-secure.

10 

15 

• ReqAttr: Request attribute field includes information regarding size of requested data, memory
attributes, snoop attributes and transaction ordering requirements associated with the transaction. See
Table 3-7 and Table 3-8.

o Size of the data when applicable can be one of the following:

• 1B, 2B, 4B, 8B, 16B, 32B, 64B, 128B

• 128B data size is only permitted when cache line size is 128B.

o Memory Type can be Device, Non-cacheable or WriteBack cacheable. See Section 3.5.2 for
details.

o Encoding of ReqAttr field is as follows.

− ReqAttr[2:0] – Memory type.

− ReqAttr[3]    – Reserved.

− ReqAttr[6:4] – Size of data20 

− ReqAttr[7]    – Reserved

Table 3-7: Memory type encoding in ReqAttr field 

ReqAttr[2:0] Memory Type 

000 Device-nRnE 

001 Device-nRE 

010 Device-RE 

011 Non-cacheable 

100 WBnA 

101 WBA 

110-111 Reserved 
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Table 3-8: Data Size encoding in ReqAttr field 

ReqAttr[6:4] Size of Data 

000 1B / 8b 

001 2B / 16b 

010 4B / 32b 

011 8B / 64b 

100 16B / 128b 

101 32B / 256b 

110 64B / 512b 

111 128B / 1024b 

• RespAttr: Response Attribute.

o In Comp response RespAttr field is not applicable and must be set to zero.

o In CompData RespAttr value indicates the cache state the response receiver can cache the
line in. See later section for details.5 

o In Snoop response RespAttr value indicates the coherent cache state the line is left in at the
Snoopee. See later section for details.

• BE: Byte Enable. The BE field is defined for partial cache line Write data and partial cache line Snoop
response data transfers. It consists of a bit for each data byte in the Data contained in the packet. BE
field is present in the following Request packets only:10 

o WriteNoSnpPtl

o WriteUniquePtl

o WriteBackPtl

o SnpRespDataPtl

• Data: Write data or Read response data.15 

• Poison: Indicates that the corresponding 8-byte chunk has an uncorrected error. See Section 3.9.1.

• RespErr: Response Error. This field indicates the error status of the response. See Section 3.9.1.

• User: User defined field.

• Reserved: Field reserved for future use.

o The sender of the message must set Reserved field bits to zero.20 

o The receiver of the message must ignore the field.

o A Forwarder of the message must preserve the value of the field.

A field encoding that is marked as Reserved must not be used by a sender. In the case when a sender 
erroneously sends a packet with such reserved encoding the forwarder of the message must preserve it 
and the receiver must treat the field value as undefined. 25 

for 

Eva
luati

on



Hardware Specification for Evaluation Coherence protocol 

Protocol Layer © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 40 of 346 
July 8, 2019 

3.3 Coherence protocol 

 Cache States 

Cache states and their properties are: 

I  Invalid: 

The cache line is not present in the cache. 5 

UC  Unique Clean: 

The cache line is present only in this cache. 

The cache line has not been modified with respect to memory. 

The cache line can be modified without notifying other caches. 

The cache line is permitted, but not required, to be returned in response to a Snoop that requests data by 10 

setting DataRet field to 1. 

The cache line must not return data in response to a Snoop that has DataRet field set to zero. 

UCE Unique Clean Empty: 

The cache line is present only in this cache. 

The cache line is in a Unique state but none of the data bytes are valid. 15 

The cache line can be modified without notifying other caches. 

The cache line must not be returned in response to a Snoop that requests data. 

UD Unique Dirty: 

The cache line is present only in this cache. 

The cache line has been modified with respect to memory. 20 

The cache line must be written back to next level cache or memory on eviction. 

The cache line can be modified without notifying other caches. 

The cache line must be returned in response to a Snoop that requests data. 

UDP  Unique Dirty Partial: 

The cache line is present only in this cache. 25 

The cache line is unique. Only a part of the cache line is Valid and Dirty. 

The cache line has been modified with respect to memory. 
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When the cache line is evicted, it must be merged with data from next level cache or memory to form the 
complete Valid cache line. 

The cache line can be modified without notifying other caches. 

The cache line must be returned in response to a Snoop that requests data. 

This cache line state is supported only when the interface supports Partial Cache States. 5 

SC  Shared Clean: 

Other caches might have a shared copy of the cache line. 

The cache line might have been modified with respect to memory. 

It is not the responsibility of this cache to write the cache line back to memory on eviction. 

The cache line cannot be modified without invalidating any shared copies and obtaining unique ownership 10 

of the cache line. 

The cache line must not be returned in response to a Snoop that requests data. 

SD  Shared Dirty: 

Other caches might have a shared copy of the cache line. 

The cache line has been modified with respect to memory. 15 

The cache line must be written back to next level cache or memory on eviction. 

The cache line cannot be modified without invalidating any shared copies and obtaining unique ownership 
of the cache line. 

The cache line must be returned in response to a Snoop that requests data. 

Note: A cache can implement a subset of these states. 20 
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 Request Types 

Protocol requests are categorized as follows: 

• Read requests

o A Data response is provided to the Requester.

• Dataless requests5 

o No Data response is provided to the Requester.

• Write requests

o Move data from the Requester.

• Atomic requests

o Move data from the Requester.10 

o Can result in original data at the addressed location to be returned.

o Can result in data operation to be performed at a remote agent.

The following subsections enumerate the resulting transactions and their characteristics. 

 Read Transactions 

ReadNoSnp: Read request to a Non-snoopable address region. 15 

• Data is included with the completion response.

• Data size is up to a cache line length, based on size attribute value in the Request, irrespective of
memory attributes.

• The received data will not be cached in a coherent state at the Requester.

ReadOnce: Read request to a Snoopable address region to obtain a snapshot of the coherent data. 20 

• Data size is a cache line length.

• The received data will not be cached in a coherent state at the Requester.

ReadOnceCleanInvalid: Read request to a Snoopable address region to obtain a snapshot of the coherent data. 

• Data size is a cache line length.

• It is recommended, but not required that a cached copy is invalidated.25 

• If a Dirty copy is invalidated, it must be written back to memory.

• The received data will not be cached in a coherent state at the Requester.
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ReadOnceMakeInvalid: Read request to a Snoopable address region to obtain a snapshot of the coherent data. 

• Data size is a cache line length.

• It is recommended, but not required, that all cached copies are invalidated.

• If a Dirty copy is invalidated, it does not need to be written back to memory.

• The received data will not be cached in a coherent state at the Requester. 5 

Note: The use of the ReadOnceMakeInvalid transaction can cause the loss of a Dirty cache line. Use of this 
transaction must be strictly limited to scenarios where it is known that the loss of a Dirty cache line is 
permitted. 

ReadUnique: Read request to a Snoopable address region to carry out a store to the cache line. 

• Data size is a cache line length.10 

• Requester will accept the data in any Unique state:

o UC or UD.

ReadClean: Read request to a Snoopable address region. 

• Data size is a cache line length.

• Data must be provided to the Requester in a Clean state only:15 

o UC or SC.

ReadNotSharedDirty: Read request to a Snoopable address region. 

• Data size is a cache line length.

• Data must be provided to the Requester in any cache state except SD:

o UC, UD, or SC.20 

ReadShared: Read request to a Snoopable address region. 

• Data size is a cache line length.

• Requester will accept the data in any valid state:

o UC, UD, SC, or SD.

 Dataless Transactions 25 

CleanUnique: Request to a Snoopable address region to change the state to Unique to carry out a store to the 
cache line.  

• Typical usage is when the Requester has a shared copy of the cache line and wants to obtain permission
to store to the cache line.

• Data is not included with the completion response.30 

• Any Dirty copy of the cache line at a snooped cache must be written back to the next level cache or
memory.
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MakeUnique: Request to Snoopable address region to obtain ownership of the cache line without a Data 
response.  

• This request is used only when the Requester guarantees that it will carry out a store to all bytes of the
cache line.

• Data is not included with the completion response. 5 

• Any Dirty copy of the cache line at a snooped cache must be invalidated without writing back to next
level cache or memory.

Evict: Used to indicate that a Clean cache line is no longer cached by a caching agent. 

• Data is not sent for this transaction.

• The cache line must not remain in the cache.10 

• Use of the Evict transaction is optional.

• See later section, Controlling the use of Evict and WriteEvictFull transactions for further details.

A Cache Maintenance Operation (CMO) assists with software cache management. The protocol includes the 
following Dataless transactions to support a CMO. 

CleanShared: The completion response to a CleanShared request ensures that all cached copies are changed to a 15 

Non-dirty state and any Dirty copy is written back to memory. 

• Data is not included with the completion response.

CleanSharedPersist: The completion response to a CleanSharedPersist Request ensures that all cached copies 
are changed to a Non-dirty state and any Dirty cached copy is written back to the Point of Persistence (PoP). PoP 
is the point in a memory system where a write to memory is maintained when system power is removed and 20 

reliably recovered when power is restored. 

• Data is not included with the completion response.

CleanInvalid: The completion response to a CleanInvalid ensures that all cached copies are invalidated and any 
Dirty copy is written to memory. 

• Data is not included with the completion response.25 

MakeInvalid: The completion response to a MakeInvalid ensures that all cached copies are invalidated and any 
Dirty copy must be discarded. 

• Data is not included with the completion response.

SnpMe Variants:  Each of the CleanShared, CleanSharedPersist, CleanInvalid and MakeInvalid transactions has a 
SnpMe variant, with a [SnpMe] suffix. SnpMe is an indication from a Requester to a Home that the Requester 30 

has not checked its caches for presence of a copy of the line and the Requester instructs the Home to Snoop the 
Requester if required.  

A Requester can use the SnpMe variant if it has the line in its cache. 

• In Dirty state for CleanShared and CleanSharedPersist and does not want to or is not capable of writing
back the Dirty copy and make the line Clean or Invalid before issuing the Request.35 
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• In any Non-Invalid states for CleanInvalid and MakeInvalid and does not want to or is not capable of
changing the state to Invalid before issuing the Request.

The SnpMe variant has all the same properties as the corresponding non-SnpMe variant in addition to the 
following: 

• For CleanSharedSnpMe and CleanSharedPersistSnpMe if Home determines the line to be present at the 5 

Requester in Dirty state then the Home is required to snoop the Requester.

• For CleanInvalidSnpMe and MakeInvalidSnpMe, if Home determines the line to be present at the
Requester then the Home is required to snoop the Requester.

• If Home determines the line to be not present at the Requester it is permitted but not required to snoop
the Requester.10 

• If the Home cannot determine the absence of the line or whether it is present in Clean state at the
Requester then it is required to snoop the Requester following above mentioned criteria.

• A Requester can use the SnpMe variant to Device and Non-cacheable address locations. The target, that
is the Home, must ignore the SnpMe directive and do not send any snoops.

 Write Transactions 15 

Write transactions move data from a Requester to the next level cache, memory, or a peripheral. The data being 
transferred, depending on the transaction type, can be coherent or non-coherent. Each partial cache line Write 
transaction must assert appropriate byte enables with the data. 

Any subsequent reference to WriteNoSnp and WriteUnique without a [Full] or [Ptl] suffix is to be read as 
applying to both [Full] and [Ptl] versions of the transaction. 20 

WriteNoSnpPtl: Write to Non-snoopable address region. 

• Data size is up to a cache line length.

• Byte enables must be asserted for the appropriate byte lanes within the specified data size and
deasserted in the rest of the data transfer

WriteNoSnpFull: Write a full cache line of data to a Non-snoopable address region. 25 

• Data size is a cache line length.

• Byte enables not present, implicitly assume all byte enables are asserted.

WriteUniquePtl: Write to a Snoopable address region. Write up to a cache line of data to the next-level cache or 
memory when the cache line is invalid at the Requester. 

• Data size is up to a cache line length.30 

• Byte enables must be asserted for the appropriate byte lanes within the specified data size and
deasserted in the rest of the data transfer.

WriteUniqueFull: Write to a Snoopable address region. Write a full cache line of data to the next-level cache or 
memory when the cache line is invalid at the Requester. 

• Data size is a cache line length.35 
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• Byte enables not present, implicitly assume all byte enables are asserted.

CopyBack Transactions: CopyBack transactions are a subclass of Write transactions. CopyBack transactions move 
coherent data from a cache to the next level cache or memory. CopyBack transactions do not require the 
snooping of other agents in the system. 

WriteBackPtl: Write-back up to a cache line of Dirty data to the next level cache or memory. 5 

• Data size is a cache line length.

• All appropriate byte enables, up to all 64, must be asserted.

• The cache line must not remain in the cache.

• This transaction is only supported when partial cache states are supported.

WriteBackFull: Write-back a full cache line of Dirty data to the next level cache or memory. 10 

• Data size is a cache line length.

• Byte enables not present, implicitly assume all byte enables are asserted.

• The cache line must not remain in the cache.

• There are two flavors of WriteBackFull

o WriteBackFullUD: The cache state when WriteBack was initiated was UD.15 

o WriteBackFullSD: The cache state when WriteBack was initiated was SD.

WriteCleanFull: Write-back a full cache line of Dirty data to the next level cache or memory and retain a Clean 
copy in the cache. 

• Data size is a cache line length.

• Byte enables not present, implicitly assume all byte enables are asserted.20 

• The cache line is expected to be in Shared Clean state at completion of the transaction.

• There is only one flavor of WriteCleanFull

o WriteCleanFullSD: The cache line is guaranteed to be in Shared state (or I) after the
transaction completes.

WriteEvictFull: Write-back of Unique Clean data to the next-level cache. 25 

• Data size is a cache line length.

• Byte enables not present, implicitly assume all byte enables are asserted.

• The cache line must not remain in the cache.

• See later section, Controlling the use of Evict and WriteEvictFull transactions for further details.

 Atomic Transactions 30 

An Atomic transaction permits a Requester to send to the interconnect a transaction with a memory address 
and an operation to be performed on that memory location. This transaction type moves the operation closer to 
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where the data resides and is useful for atomically executing an operation and updating the memory location in 
a performance efficient manner.  

In the case when data resides in the cache with the Requester, the Requester might prefer performing the 
atomic operation within itself. In some implementations where additional logic required to perform the atomic 
operations is not available at the cache, the Requester is forced to rely on atomic operation execution in the 5 

interconnect even when it has a Unique copy of the data. In such cases the Requester must WriteBack the data 
before sending the Atomic transaction or rely on the interconnect to send a snoop to the Requester. This 
specification permits both by allowing the Requester to signal to the interconnect to snoop the Requester.  

AtomicStore: Sends a single data value with an address and the atomic operation to be performed. 

• Data is included in the Request.10 

• Outbound data size is 1, 2, 4, or 8 byte.

• The target performs the required operation on the address location specified with the data supplied in
the Atomic transaction.

• Number of operations supported is 8.

• The target returns a completion response without data.15 

AtomicLoad: Sends a single data value with an address and the atomic operation to be performed. 

• Data is included in the request.

• Outbound data size is 1, 2, 4, or 8 byte.

• The target performs the required operation on the address location specified with the data value
supplied in the Atomic transaction.20 

• The target returns the completion response with data. The data value is the original value at the
addressed location.

• The size of data in completion is the same as the size of data in the request.

• Number of operations supported is 8.

AtomicSwap: Sends a single data value, the swap value, together with the address of the location to be operated 25 

on. 

• Data is included in the request.

• Outbound data size is 1, 2, 4, or 8 byte.

• The target swaps the value at the address location with the data value supplied in the transaction.

• The target returns the completion response with data. The data value is the original value at the30 

addressed location.

• The size of data in completion is the same as the size of data in the request.

• Number of operations supported is 1.

AtomicCompare: Sends two data values, the compare value and the swap value, with the address of the location 
to be operated on. 35 

• Data is included in the request.
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• The size of data in the request is 2, 4, 8, 16, or 32 byte.

• The Compare value must be placed at the addressed location within the data field.

• The target compares the value at the addressed location with the compare value:

o If the values match, the target writes the swap value to the addressed location.

o If the values do not match, the target does not write the swap value to the addressed 5 

location.

• The target returns the original value at the addressed location.

• The size of data in completion is half of the size of data in the request.

• Number of operations supported is 1.

SnpMe Variants: Each of the above described Atomic transactions has a SnpMe variant, with [SnpMe] suffix. 10 

• A Requester can use the SnpMe variant if it has the line in its cache and is not capable or does not want
to perform the operation internally and is not able to write back the Dirty copy to home. The SnpMe
variant has all the same properties as the corresponding non-SnpMe variant in addition to the following:

o If Home determines the line to be present at the Requester then it is required to snoop the
Requester.15 

o If Home determines the line to be not present at the Requester it is permitted but not
required to snoop the Requester.

o If the Home cannot determine the absence of the line at the Requester then it is required to
snoop the Requester.

• A Requester can use the SnpMe variant to Device and Non-cacheable address location. The target, that20 

is the Home, must ignore the SnpMe directive and do not send any snoops.
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 ReqOp Encoding 

Table 3-9, Table 3-10, and Table 3-11 show the opcodes for different Request types. 

Table 3-9: ReqOp value for Requests 

Request Type ReqOp[7:0] Request type 

Reads 0x00 ReadNoSnp 

0x01 ReadOnce 

0x02 ReadOnceCleanInvalid 

0x03 ReadOnceMakeInvalid 

0x04 ReadUnique 

0x05 ReadClean 

0x06 ReadNotSharedDirty 

0x07 ReadShared 

Dataless 0x10 CleanUnique 

0x11 MakeUnique 

0x13 Evict 

0x14 CleanShared 

0x15 CleanSharedPersist 

0x16 CleanInvalid 

0x17 MakeInvalid 

0x94 CleanSharedSnpMe 

0x95 CleanSharedPersistSnpMe 

0x96 CleanInvalidSnpMe 

0x97 MakeInvalidSnpMe 

Writes 0x20 WriteNoSnpPtl 

0x21 WriteNoSnpFull 

0x22 WriteUniquePtl 

0x23 WriteUniqueFull 

0x24 WriteBackPtl 

0x25 WriteBackFullUD 

0x27 WriteBackFullSD 

0x2B WriteCleanFullSD 

0x2D WriteEvictFull 
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Request Type ReqOp[7:0] Request type 

Atomics 0x4X AtomicStore 

0x5X AtomicLoad 

0x60 AtomicSwap 

0x61 AtomicCompare 

0xCX AtomicStoreSnpMe 

0xDX AtomicLoadSnpMe 

0xE0 AtomicSwapSnpMe 

0xE1 AtomicCompareSnpMe 

Chained 0xF0 ReqChain 
Note: All undefined opcode values in the ReqOp are Reserved. 

Table 3-10: AtomicLoad and AtomicStore Sub-opcodes 

ReqOp[2:0] Sub-op Description 

000 ADD Add 

001 CLR Bitwise Clear 

010 EOR Bitwise Exclusive OR 

011 SET Bitwise Set 

100 SMAX Signed Max 

101 SMIN Signed Min 

110 UMAX Unsigned Max 

111 UMIN Unsigned Min 

Table 3-11: Endianess of Operations 

ReqOp[3] Endian 

0 Little 

1 Big 

Endianness is only applicable to ADD, SMAX, SMIN, UMAX, and UMIN Atomic sub-operations; it can take any 
value in CLR, EOR, and SET sub-operations. 5 

 Request Responses 

A completion response is required for all transactions. It is typically the last message sent to conclude a request 
transaction. The Requester might; however, still need to send a CompAck response to conclude the transaction. 

A completion guarantees that the request has reached a PoS or a PoC, where it will be ordered with respect to 
requests to the same address from any Requester in the system. 10 
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Request completion responses can be further categorized as: 

• Read Completion:

o Read Completion response includes a Data response.

o Read Completion also includes a cache state indicating the state the line must be cached in.

o Byte enables are not present in Read Completions. 5 

• Dataless Completion:

o Dataless Completion response does not include data.

o Dataless Completion response does not include a cache state. State of the line in the
Requester cache is determined by the Request.

• Write Completion:10 

o Write Completion response does not include data.

o Write Completion response does not include a cache state.

 ReqRespOp Encoding 

Table 3-12 lists the Response Opcode encodings for Memory requests. 

Table 3-12: RespOp and Resp field encodings in Request response 15 

ReqRespOp[2:0] RespAttr[2:0] Request response Comments 

000 000 Comp Dataless and Write Request response. 

001 100 CompData_UC No other caches have a coherent copy. 

001 110 CompData_SC 
There might be one or more caches with 
Coherent Shared copy. 

010 101 CompData_UD_PD 
No other caches have a coherent copy 
Dirty data is passed to the Requester. 

010 111 CompData_SD_PD 
There might be one or more caches with 
Coherent Shared copy. 
Dirty data is passed to the Requester. 

Note: All undefined ReqRespOp and RespAttr values are Reserved. 

 Snoop Requests 

The Home generates a Snoop request to control the state of a cache line at a caching agent, also referred to as 
the Snoopee. Typically, this will occur in response to a request from a Requester or due to an internal cache or 
Snoop filter maintenance operation. The Snoop requests are: 20 
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SnpToAny: 

• Used to obtain a copy of cache line without requiring a state change.

• At the Snoopee, no cache line state change is required.

SnpToC: 

• Used to ensure that a cache line is not held in a Dirty state. 5 

• This snoop is normally used to perform a cache clean operation.

• At the Snoopee:

o The cache line must not remain in a Dirty state.

o The cache line, if valid, is expected to change to a Clean state, UC or SC.

o It is permitted, but not required, for the cache line to move to the Invalid state.10 

SnpToS: 

• Used to ensure that a cache line is not held in a Unique state.

• This snoop is normally used when another agent is given a copy of the cache line. It ensures the line
cannot be updated at the Snoopee without informing other agents in the system.

• This snoop is normally used, instead of SnpToSC, when the Home allows a Dirty copy of the line to15 

remain at the Snoopee in the Shared Dirty state.

• At the Snoopee:

o The cache line must not remain in a Unique state.

o The cache line, if valid, is expected to change to a Shared state, SC or SD.

o It is permitted, but not required, for the cache line to move to the Invalid state.20 

SnpToSC: 

• Used to ensure that a cache line is not held in a Unique or Dirty state.

• This snoop is normally used when another agent is given a copy of the cache line. It ensures the line
cannot be updated at the Snoopee without informing other agents in the system.

• This Snoop is normally used, instead of SnpToS, when the Home does not permit a Dirty copy of the line25 

to remain at the Snoopee.

• At the Snoopee:

o The cache line must not remain in a Unique or Dirty state.

o The cache line, if valid, is expected to change to the Shared Clean state, SC.

o It is permitted, but not required, for the cache line to move to the Invalid state.30 

SnpToI: 

• Used to move a cache line to the Invalid state.
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• This snoop is normally used when another agent has requested to perform a store to the cache line, so
all copies must be invalidated.

• At the Snoopee, the line must move to the Invalid state.

SnpMakeI: 

• Used to move a cache line to the Invalid state, without any data return from the Snoopee, even if the 5 

line is in a Dirty state.

• This snoop is normally used when another agent has requested to perform a store to the entire cache
line.

• At the Snoopee, the line must move to the Invalid state.

SnpChain: 10 

• Used when the Snoop is chained to an earlier Snoop in the same packet.

• See later section, Snoop Chaining, for further details.

Table 3-13 shows the Initial and Final states for each Snoop type. The Final states are shown as an expected Final 
state as well as a list of the other permitted Final states. 

15 
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Table 3-13: Snoop Type and Permitted Snoopee Transitions 

Snoop Initial state 

Final state 

Expected Permitted 

SnpToAny UD UD UC, SD, SC, I 

UC UC SC, I 

SD SD SC, I 

SC SC I 

I I - 

UCE UCE I 

UDP UDP I 

SnpToC UD, UC UC SC, I 

SD, SC SC I 

I, UDP I - 

UCE UCE I 

SnpToS UD, SD SD SC, I 

UC, SC SC I 

I, UCE, UDP I - 

SnpToSC UD, UC, SD, SC SC I 

I, UCE, UDP I - 

SnpToI UD, UC, SD, SC, I, 
UCE, UDP 

I - 

SnpMakeI UD, UC, SD, SC, I, 
UCE, UDP 

I - 

 Snoop Data Return 

The DataRet bit in the Snoop request provides an indication of whether data that is in Clean state should be 
returned alongside the snoop response.  5 

This use of the DataRet bit allows a Home to control when clean data is returned. Typically, this would be used 
by a Home to obtain a copy of a clean cache line from a Snoopee when the Home determines this would be the 
most appropriate action. If the Home has an alternative approach to obtaining a copy of a clean line, such as a 
speculative fetch from memory, then it can de-assert the DataRet bit to prevent the Snoopee returning the data 
from Clean state. 10 
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The DataRet bit can be asserted or de-asserted for SnpToAny, SnpToC, SnpToS, SnpToSC, or SnpToI snoop types. 
The DataRet bit must be de-asserted for SnpMakeI snoops. For chained snoops, as indicated by the SnpChain 
opcode, the DataRet bit value is inapplicable and must be set to zero.  Whether to return clean data for a 
chained Snoop should be determined from the DataRet bit value in the first Snoop of the chain.  

When DataRet is de-asserted, for all snoops except SnpMakeI: 5 

• It is required that data is returned for a Dirty cache line.

• It is recommended, but not required, that data is not returned for a Unique Clean cache line.

• It is required that data is not returned for a Shared Clean cache line.

When DataRet is asserted: 

• It is required that data is returned for a Dirty cache line.10 

• It is recommended, but not required, that data is returned for a Unique Clean cache line.

• It is required that data is not returned for a Shared Clean cache line.

For SnpMakeI Snoop, DataRet value must be ignored and data must not be returned. 

 SnpOp Encoding 

Table 3-14: SnpOp values for Snoops 15 

SnpOp[3:0] Snoop type 

0000 SnpToAny 

0001 SnpToC 

0010 SnpToS 

0011 SnpToSC 

0100 SnpToI 

0101 SnpMakeI 

0110 Reserved 

0111 SnpChain 

Others Reserved 

Table 3-15 lists the expected and permitted Snoop requests for each Request. Applicable column identifies the 
Requests that do not include a snoop by NA in the corresponding row.  

• E is the expected Snoop request.

• E1 is the expected Snoop request when the Snoopee is permitted to transition to SD state. When an
implementation uses the Snoop type entry marked with E1 for a Request then the Snoop option marked20 

with E2 for that Request is permitted.

• E2 is the expected Snoop request when the Snoopee is not permitted to transition to SD state. When an
implementation uses the Snoop type entry marked with E2 for a Request then the Snoop option marked
with E1 is not permitted.
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• P is the permitted Snoop request.

Table 3-15: Request types and the corresponding Snoop requests 
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Read 
ReadNoSnp NA 

ReadOnce E P P P P - 

ReadOnceCleanInvalid P P P P E - 

ReadOnceMakeInvalid P P P P E - 

ReadUnique - - - - E - 

ReadClean - - E1 E2 P - 

ReadNotSharedDirty - - E1 E2 P - 

ReadShared - - E1 E2 P - 

Dataless 
CleanUnique - - - - E - 

MakeUnique - - - - P E 

Evict NA 

CleanShared - E - P P - 

CleanSharedPersist - E - P P - 

CleanInvalid - - - - E - 

MakeInvalid - - - - P E 

Atomic Any - - - - E - 

Write 
WriteNoSnp NA 

WriteUniqueFull - - - - P E 

WriteUniquePtl - - - - E - 

WriteBack NA 

WriteClean NA 

WriteEvictFull NA 
Note: The use of a SnpToI snoop transaction for ReadClean, ReadNotSharedDirty, or ReadShared requests will cause the 
invalidation of shared copies of the cache line when the original request did not require the invalidation of shared copies. This 
approach can cause issues for some protocol features, such as Exclusive Accesses, where it is required for multiple agents to all 5 
have access to a shared copy of the line. 

 Snoop Responses 

A Snoop request transaction includes a Snoop response. A Snoop response can be with or without data. The 
characteristics of these responses are: 

• Snoop response with data can have full cache line or partial cache line response.10 

• Partial cache line Snoop responses are supported only when PartialCacheStates property is True.
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• In both cases the size of transfer is of cache line length.

• For full cache line size byte enables are not present.

• For partial cache line size byte enables must be present to indicate the valid bytes in the Data response.

The Final cache state in the snoop response must be precise and accurate. The Snoopee is permitted to make 
any legal silent cache state transition after giving a snoop response.  5 

RespAttr included in the Snoop response conveys sufficient information for the Home to determine the 
appropriate response to the initial Requester, and to determine if data must be written back to memory. It is 
also sufficient to support snoop filter or directory maintenance in the interconnect. 

A Broadcast or Broadcast-1 Snoop must have a single Snoop response. A Broadcast can be forwarded as multiple 
Snoops. The point which breaks a Broadcast or Broadcast-1 up into multiple Snoops, must wait for and 10 

consolidate all Snoop responses into a single Snoop response. See Section 3.13.2.1  for Broadcast and  
Broadcast-1 Snoop forwarding rules. 

 SnpRespOp encoding 

Table 3-16 shows SnpRespOp and RespAttr field encodings for Snoop response messages. 

Table 3-16: RespOp and Resp field encodings in Snoop Response 15 

SnpRespOp[2:0] RespAttr[2:0] Snoop Response Comments 

000 000 SnpRespData_I Data is provided but responsibility to 
update memory is not passed.  100 SnpRespData_UC 

101 SnpRespData_UD 

110 SnpRespData_SC 

111 SnpRespData_SD 

001 000 SnpRespData_I_PD Data is provided and memory update 
responsibility is passed. 100 SnpRespData_UC_PD 

110 SnpRespData_SC_PD 

010 101 SnpRespDataPtl_UD Partial data without passing memory 
update responsibility. 

011 000 SnpRespDataPtl_I_PD Partial data with passing memory 
update responsibility.  

100 000 SnpResp_I Snoop changed the line to Invalid 
state.  

001 SnpRespMiss The line was already in Invalid state. 

100 SnpResp_UC Line is left in UC state (data is not 
provided). 

110 SnpResp_SC Line is left in SC state (data is not 
provided). 

110 000 CompAck Acknowledging receiving of Comp. 
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SnpRespOp[2:0] RespAttr[2:0] Snoop Response Comments 

Others Reserved 

CompAck is a response which is similar to Snoop response and is sent from Request Agent to Home Agent after 
receiving Comp or CompData. 

The encoding of RespAttr field uses the following scheme. 

• RespAttr[0] – Dirty or Clean

• RespAttr[1] – Shared or Unique 5 

• RespAttr[2] – Valid or Invalid

 Snoop Response for Unique Clean and Unique Dirty states 

Some on-chip protocols do not give an indication of whether a cache line retained by Snoopee is held in the 
UniqueClean or the UniqueDirty state. The following mechanisms are provided to control the use of precise or 
imprecise snoop response between Request Agents and Home Agents. 10 

Each Request Agent has a capability bit, RAPreciseSnpRespCap, to determine the behavior with regard to the 
snoop response. This capability bit is located within the DVSEC Request Agent Capabilities & Status Structure, 
see Section 6.2.2.8.1. 

The RAPreciseSnpRespCap field indicates the Request Agent capability to communicate a precise UC or UD state 
for SnpRespData type Snoop Response. 15 

• 0 = Request Agent snoop response can be imprecise when providing either a SnpRespData_UC or
SnpRespData_UD type response. It is permitted for a Snoopee to provide a SnpRespData_UC response
when the line is held in UniqueDirty state. It is permitted for a Snoopee to provide a SnpRespData_UD
response when the line is held in UniqueClean state.

• 1 = Request Agent snoop response is precise when providing either a SnpRespData_UC or20 

SnpRespData_UD type response.

Request Agent support of a precise response allows Home Agents to make preferred error propagation and pre-
fetch decisions based on the precise response. 

Each Home Agent has a control bit, HAPreciseSnpRespCntl, to indicate if the Home Agent can use make use of a 
precise SnpRespData_UC or SnpRespData_UD snoop response. This control bit is located within the DVSEC 25 

Home Agent Control Structure, see Section 6.2.2.7.2. 

The HAPreciseSnpRespCntl field indicates whether the Home Agent is permitted to consider the 
SnpRespData_UC or SnpRespData_UD snoop response to be precise. 

• 0 = Home Agent must consider snoop response to be imprecise when receiving either a
SnpRespData_UC or SnpRespData_UD type response.30 

• 1 = Home Agent can consider snoop response to be precise when receiving either a SnpRespData_UC or
SnpRespData_UD type response.

• Default value is 0.
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Note: When Imprecise snoop response is used and data provided in a snoop response indicates that it has come 
from a cache line in UniqueClean state, then it is possible that the line is actually in UniqueDirty state. Therefore 
it is not permitted to discard such data and assume that a copy fetched from memory will not be stale. 

All Home Agents must support the use of an imprecise response. Support for a precise response can default to 
the same behavior as implemented for an imprecise response. 5 

It is expected that during the system enumeration and configuration process the software will inspect all 
appropriate Request Agent capability bits and determine the appropriate setting for the Home Agent control 
bits. The system must still function correctly if this process does not occur. 

 MiscOp Encoding 

Table 3-17 lists the opcodes used in Misc message types. There are two types of Misc message: Credited and 10 

Uncredited.  

NOP, Credit grant, Credit return and PER use Uncredited Misc Messages channel. To issue these messages the 
sender does not need any message credits. The receiver must accept these messages unconditionally.  

Generic messages can use either Uncredited or Credited Misc messages and has a payload of 2 to 32 bytes, the 
contents of which are IMPLEMENTATION DEFINED. 15 

Table 3-17: Misc message Opcodes 

MiscOp[3:0] Message type Comments 

0000 NOP 

0001 CreditGrant Sending Message credits 

0010 CreditReturn Returning unused Message credits 

0011 ProtErrReport Protocol error message 

1000 Generic Generic messages 

Others Reserved 

 Protocol Error Report 

CCIX components such as a Request Agent, Home Agent, Slave Agent, CCIX Port or CCIX Link use ProtErrReport 
(PER) message to report an error to the Error Agent. The message uses MiscOp[3:0] of 0011 and has a payload of 
32 bytes. See Section 7.3, for details on CCIX Protocol Error Reporting (PER). 

 Request Cache State Transitions 

The information regarding the Initial and Final state for each of the Request types as well as the expected 
memory response is in Table 3-18, Table 3-19, Table 3-20, and Table 3-21. The tables can be read as follows: 20 

Column 1, Request type – Lists all Request types. 

Column 2, Initial state – Gives all the permitted states for a cache line a request can be initiated from. 
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Column 3, Final state – Gives the permitted state for a cache line at the completion of the transaction. The Final 
state depends on a combination of the Request type, Initial state, and Completion response. 

Columns 4, Comp response – The last column lists the permitted responses to the Requester. Inclusion of Data 
with the Completion response depends on the Request type. 

IO Coherent Read and Fully Coherent Read request except ReadUnique must not be issued if a valid copy of the 5 

line is present in the cache. 

ReadUnique can be sent even if copy of the line exists in the cache. The state of the line can be any valid state. 

Table 3-18: Cache State Transitions at Requester Cache for Read Requests 

Request type Cache state Comp response 

Initial Final
ReadNoSnp I I CompData_UC 

ReadOnce I I CompData_UC 

ReadOnceCleanInvalid I I CompData_UC 

ReadOnceMakeInvalid I I CompData_UC 

ReadUnique I, SC UD CompData_UD_PD 

UC CompData_UC 

UC, UCE UC CompData_UC 

SD, UD, UDP UD CompData_UC 

ReadClean I SC CompData_SC 

UC CompData_UC 

ReadNotSharedDirty I SC CompData_SC 

UC CompData_UC 

UD CompData_UD_PD 

ReadShared I SC CompData_SC 
UC CompData_UC 
SD CompData_SD_PD 

UD CompData_UD_PD 

Table 3-19: Cache State Transitions at Requester Cache for Dataless Requests 10 

Request type Cache state Comp Response 

Initial Final 

CleanUnique I UCE Comp 
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Request type Cache state Comp Response 

Initial Final 

SC UC Comp 

SD UD Comp 

MakeUnique I, SC, SD UD Comp 

CleanShared 
CleanSharedPersist 

I, UC, SC No Change Comp 

CleanInvalid I I Comp 

MakeInvalid I I Comp 

Evict UC, SC I Comp 

Table 3-20: Cache State Transitions at Requester Cache for Write Requests 

Request Type Cache State Comp Response 

Initial Final 

WriteNoSnpPtl I I Comp 

WriteNoSnpFull I I Comp 

WriteBackPtl UDP I Comp 

WriteBackFullUD UD I Comp 

WriteBackFullSD SD I Comp 

WriteCleanFullSD UD SC Comp 

SD SC Comp 

WriteUniquePtl I I Comp 

WriteUniqueFull I I Comp 

WriteEvictFull UC I Comp 
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Table 3-21: Cache State Transitions at Requester Cache for Atomic Requests 

Request Type Cache State Comp Resp 

Initial Final 

AtomicStore Any I Comp 

AtomicLoad Any I CompData_UC 

AtomicSwap Any I CompData_UC 

AtomicCompare Any I CompData_UC 

 State Transitions at Snoopee 

A Snoopee that receives a snoop must transition the state of the cache line according to the requirements of the 
snoop type.  

Table 3-22 provides the information regarding the Initial and Final state for each of the snoop types, and also 5 

shows the appropriate Snoop responses. The table can be read as follows: 

Column 1, Initial state – Gives the possible Initial states for a cache line. 

Column 2, End state – Gives the possible Final states for each of the different Initial states. The permitted Final 
states depend on the Snoop type. 

Columns 3 - 8, Snoop types – There is a column for each of the snoop types. The cells in a particular column 10 

indicate if the state transition of the associated row is legal for the given snoop type. The letter “E” indicates 
that state transition is the expected transition, for a given combination of Initial state and snoop type. The letter 
“P” indicates that state transition is a permitted transition, but it is not the expected transition. Typically, a 
permitted transition instead of expected one would occur due to an implementation choice, such as a design 
simplification. A hyphen, “-“, indicates that the state transition is not allowed for the given snoop type. 15 

Columns 9 - 10, Response – The final two columns show the permitted responses for a given state transition. 
The permitted responses are only “Response without Data” or only “Response with Data” or either one. The 
DataRet bit can be used to determine which response is preferred in the case when both are permitted. 

SnpRespMiss snoop response is always a permitted substitution for SnpResp_I. However, SnpResp_I must not be 
used when the Initial state is I. 20 

The bottom rows which cover the UCE and UDP Initial states, only apply when the PartialCacheStates property is 
True. 
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Table 3-22: Cache state transitions at the Snoopee in response to a Snoop 
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Response 
Without Data 

Response 
With Data 

UD UD E - - - - - - SnpRespData_UD/ 
SnpRespData_UC1 

UC P E - - - - - SnpRespData_UC_PD 

SD P - E - - - - SnpRespData_SD 

SC P P P E - - - SnpRespData_SC_PD 

I P P P P E - - SnpRespData_I_PD 

I - - - - - E SnpResp_I - 

UC UC E E - - - - SnpResp_UC SnpRespData_UC/ 
SnpRespData_UD2 

SC P P E E - - SnpResp_SC SnpRespData_SC 

I P P P P E - - SnpRespData_I 

I P P P P P E SnpResp_I - 

SD SD E - E - - - - SnpRespData_SD 

SC P E P E - - - SnpRespData_SC_PD 

I P P P P E - - SnpRespData_I_PD 

I - - - - - E SnpResp_I - 

SC SC E E E E - - SnpResp_SC - 

I P P P P E E SnpResp_I - 

I I E E E E E E SnpRespMiss - 

UCE UCE E E - - - - SnpResp_UC - 

I P P E E E E SnpResp_I - 

UDP UDP E - - - - - - SnpRespDataPtl_UD 

I P E E E E - - SnpRespDataPtl_I_PD 

I - - - - - E SnpResp_I - 

1. SnpRespData_UC is only a permitted response when RAPreciseSnpRespCap is Imprecise.
2. SnpRespData_UD is only a permitted response when RAPreciseSnpRespCap is Imprecise.
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 Silent Cache State Transitions 

Silent cache state transition is defined as when a cache changes state due to an internal event without notifying 
the rest of the system. 

The legal silent cache state transitions are shown in the table below. In some cases, it is possible, but not 
required, to issue a transaction to indicate that the transition has occurred. If such a transaction is issued then 5 

the cache state transition is visible to the interconnect and is not classified as a silent transition. 

The action described in Table 3-23 as Local sharing, describes the case where a Request Agent specifies a Unique 
cache line as Shared, effectively disregarding the fact that the cache line remains Unique to the Request Agent.  

For example, this can happen when the RA contains multiple internal agents and the cache line becomes shared 
between them. 10 

For silent cache state transitions: 

• Cache eviction and Local sharing transitions can occur at any point and are IMPLEMENTATION DEFINED.

• Store and Cache Invalidate transitions can only occur as a result of a deliberate action, which in the case
of a core is caused by the execution of a program instruction.

Table 3-23: Legal Silent Cache State Transitions at Requester Cache 15 

Internal activity Present Next Comments 

Cache eviction UC I Can use Evict or WriteEvictFull 
transaction to make it non-silent. 

UCE I Can use Evict transaction to make it 
non-silent. SC I 

Local sharing UC SC - 

UD SD - 

Store UC UD Full or partial cache line store 

UCE UDP Partial cache line store 

UCE UD Full cache line store 

UDP UD Store that fills the cache line 

Cache Invalidate UD I Can use Evict transaction to make it 
non-silent. UDP I 

A cache state change from UC to UCE is not permitted. 

Note: Sequences of silent transitions can also occur. Any silent transition that results in the cache line moving to 
UD, UDP, or SC state can undergo a further silent transition. 
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 Controlling the use of Evict and WriteEvictFull 
transactions 

The following mechanisms are provided to control the use of Evict and WriteEvictFull transactions between 
Request Agents and Home Agents. 

Each Request Agent has two control bits, RAEvictHintCntl and RAWriteEvictFullHintCntl, to determine the 5 

behaviour of a Request Agent with regard to the issue of Evict and WriteEvictFull transactions. These control bits 
are located within the DVSEC Request Agent Control structure, see Section 6.2.2.8.2. 

RAEvictHintCntl: 

• 0 = Sending Evict transactions from the RA is not recommended for best system performance. However, it is
permitted to send the transaction.10 

• 1 = Sending Evict transactions from the RA is recommended for best system performance. However, it is
permitted not to send the transaction.

• Default value is 0.

RAWriteEvictFullHintCntl: 

• 0 = Sending WriteEvictFull transactions from the RA is not recommended for best system performance.15 

However, it is permitted to send the transaction.
• 1 = Sending WriteEvictFull transactions from the RA is recommended for best system performance.

However, it is permitted not to send the transaction.
• Default value is 0.

Each Home Agent has two capability bits, HAEvictHintCap and HAWriteEvictFullHintCap, to indicate the 20 

preferred behavior with regard to the use of Evict and WriteEvictFull transactions. These capability bits are 
located within the DVSEC Home Agent Capabilities & Status Structure, see Section 6.2.2.7.1. 

HAEvictHintCap: 

• 0 = Sending Evict transactions to the HA is not recommended for best system performance. However, the
HA must function correctly if Evict transactions are received.25 

• 1 = Sending Evict transactions to the HA is recommended for best system performance. However, the HA
must function correctly if Evict transactions are not received.

HAWriteEvictFullHintCap: 

• 0 = Sending WriteEvictFull transactions to the HA is not recommended for best system performance.
However, the HA must function correctly if WriteEvictFull transactions are received.30 

• 1 = Sending WriteEvictFull transactions to the HA is recommended for best system performance. However,
the HA must function correctly if WriteEvictFull transactions are not received.

It is expected that during the system enumeration and configuration process the software will inspect all 
appropriate Home Agent capability bits and determine, using an implementation defined algorithm, the 
appropriate setting for the Request Agent control bits. The system must still function correctly if this process 35 

does not occur. 
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 Simultaneous Outstanding Requests 

Two Requests to the same address location from the same Request Agent must not be outstanding except when 
they only include any combination of ReadNoSnp, WriteNoSnp, ReadOnce or WriteUnique. 

More than one Snoop transaction to the same address location to the same Request Agent must not be 
outstanding at the same time. 5 

 Request to Snoop Hazard 

A hazard condition is detected if a CopyBack Request finds an outstanding Snoop to the same cache line address 
targeting the source of the Request or a Snoop finds a CopyBack Request outstanding to the same cache line 
address from the target of the Snoop. It is not considered a hazard condition if the Snoop target Agent ID and 
the Request source Agent ID are not the same.  10 

In the following description, as shown in Figure 3-3, a Snoop is sent from the Home Agent Port interface, labeled 
as CCIX-H to the Request Agent CCIX Port interface labeled as CCIX-R. A Request to the same address is in 
progress from CCIX-R to CCIX-H on its way from RA to HA.  

The Request in the figure corresponds to a Request with Data, where the Request can be a CopyBack: 
WriteBackFullUD, WriteBackFullSD, WriteCleanFullSD or WriteEvictFull. In a multi-hop route in which multiple 15 

CCIX-R, CCIX-H Ports exist, it is required that each Port in this path must include hazarding logic to detect
Request to Snoop hazard.

The Requests and Snoop responses from RA to CCIX-R Port and Snoop requests and Request responses from 
CCIX-R Port to RA can use proprietary protocol. Similarly Requests and Snoop responses from CCIX-H Port to on-
chip target HA and Snoop requests and Request responses from HA to CCIX-H Port can use proprietary protocol. 20 

The bridging at the CCIX on-chip Port interfaces between the CCIX protocol and proprietary protocol must 
guarantee that CCIX protocol between the CCIX Ports is not violated. 

Chip 0 Chip 1

Write+Data

Comp

CCIX-R

Snoop

SnpResp

CCIX-H

RA0

RA1

Proprietary 
protocol

HA2

Proprietary 
protocol

Figure 3-3: Request to Snoop hazard 

for 

Eva
luati

on



Hardware Specification for Evaluation Coherence protocol 

Protocol Layer © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 67 of 346 
July 8, 2019 

The arrival of a Request or Snoop request message must be registered at the CCIX Port to enable its detection by 
a Snoop request or Request message to the same address respectively in the opposite direction. The following 
sections describe how the protocol handles Request to Snoop hazard at the two Ports.  

 At the Port Interface Labeled CCIX-R 

The steps in handling of a Snoop at the Port on the Requester side are as follows: 5 

When the Port receives a Snoop: 

If there is either no Request outstanding or a Read, Dataless, Atomic, WriteUnique or a WriteNoSnp Request to 
the same address is outstanding at the Port, traveling in the opposite direction then  

• If required, on-chip snooping is performed.

• If on-chip snooping is performed then forward the received on-chip Snoop response to CCIX else10 

synthesize and send appropriate Snoop response to CCIX.

The above is considered as a non-hazarding case. 

If the hazarding Request is WriteBackFullUD, WriteBackFullSD, WriteCleanFullSD or WriteEvictFull then 

• For WriteBackFullUD, WriteBackFullSD or WriteEvictFull, snooping of target is permitted but not
required.15 

• For WriteCleanFullSD:

o If the Snoop is SnpToI or SnpMakeI, snooping the target is required.

o For all other Snoop types, snooping the target is permitted but not required.

When the Snoop response for a propagated Snoop is received or CCIX-R is prepared to respond to a Snoop that 
is not propagated 20 

If the hazarding request is not yet issued to CCIX-H then one of the following must be followed: 

a The Request is canceled and the cache state in the Snoop response is modified in the manner described 
in the table below and the Request data is transferred to the Snoop response. 

When the Request is WriteCleanFullSD and the Snoop is one of the Non-invalidating Snoops then the 
modified cache state in the Response can be either SC or I. Cache state in the Response is unchanged if it 25 

is already I in Snoop response and set to SC if it is UC or SC in the Snoop response. Cancelling of the 
Request is permitted but not required if the Port has sufficient credits to send the Request to CCIX-H.  
Cancelling of the Request is required if the Port does not have sufficient credits to send the Request to 
CCIX-H.
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Table 3-24: Forwarded Snoop Response when Request Data is Transferred and Request Canceled 
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WriteBackFullUD SnpRespData_I_PD SnpRespData_I_PD SnpRespData_I_PD  Resp_I 

WriteBackFullSD SnpRespData_I_PD  SnpRespData_I_PD SnpRespData_I_PD  Resp_I 

WriteCleanFullSD 
SnpRespData_SC_PD 
or 
SnpRespData_I_PD 

SnpRespData_SC_PD or 
SnpRespData_I_PD SnpRespData_I_PD  Resp_I 

WriteEvictFull 
SnpRespData_ I or 
Do not transfer 

SnpRespData_ I or 
Do not transfer  

SnpRespData_ I or 
Do not transfer Resp_I 

b. The Request is issued to CCIX-H and the Snoop response is issued only after receiving Comp response for
the Request.

If the hazarding request is already issued to the CCIX-H then the Snoop response must wait for Comp to be 
received before sending Snoop response to CCIX-H. 5 

 At the Port Interface labeled CCIX-H 

If a WriteBackFullUD, WriteBackFullSD, WriteCleanFullSD or WriteEvictFull is received while a Snoop to the same 
cache line targeting the source of the Request is outstanding then it must provide Comp response on CCIX to 
guarantee receiving a Snoop response. 

If one of the above listed Requests arrives and is registered before a subsequent Snoop to the same line 10 

targeting the Source of the Request is sent on CCIX then. 

• For WriteBackFullUD, WriteBackFullSD or WriteEvictFull, the received Snoop is permitted but not
required to be propagated across CCIX.

• For WriteCleanFullSD:

o If the Snoop is SnpToI or SnpMakeI, snooping the target is required.15 

o For all other Snoop types, snooping the target is permitted but not required.

When the Snoop response for a propagated Snoop is received or CCIX-H is prepared to respond to a Snoop that 
is not propagated 

If the hazarding Request is not yet forwarded by CCIX-H then, one of the following can occur: 

a The Request is canceled and the cache state in the Snoop response is modified in the manner described 20 

in the table above and the Request data is transferred to the Snoop response. 

b The Request is then forwarded by CCIX-H and the Snoop response is forwarded only after receiving 
Comp response for the Request. 
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If the hazarding request is already forwarded by CCIX-H then the CCIX-H must wait for Comp to be received 
before forwarding the Snoop response. 

It is a protocol property that If an incoming Request which is WriteBack, WriteClean or WriteEvict type finds 
a Snoop request outstanding to the same cache line then when the Snoop response is received the protocol 
ensures that  5 

• The Snoop response with data for SnpToS, SnpToSC or SnpToI is same as Request data.

• The Snoop response with data for SnpToC or SnpToAny is same or less recent than the Request data.

 WriteBackPtlUD Request Hazard 

For WriteBackPtlUD, the treatment of hazards with a Snoop must be handled in the same manner as 
WriteBackFullUD, except that when the data is transferred it is SnpRespDataPtl_I_PD response. 10 

3.4 Transaction Structure 

 Request Transactions 

Request transactions are sent from the interface on the device that contains a Request Agent to any other 
interface that holds the memory Home.  

A Request is also sent from a Home to Slave agent such as Memory Controller. See later section for more details. 15 

A Request must only be sent when: 

• A Request credit is available from the target device.

• Write or Atomic request can be sent only if there is a Data credit also available from the target Port in
addition to the Request credit. A Data credit corresponds to one cache line and depends on the cache
line size parameter.20 

• Sufficient buffer resources are available to accept any response that might be obtained for the Request.
For Write and Dataless requests, response does not include data For Read and Atomic requests that
include Data response, resources must be sufficient to receive response with data.

See the Section 3.7.1 for further details. 

The different Request types based on their structure are: 25 

• Fully Coherent Read

• Non-Coherent and IO Coherent Read

• Dataless without CompAck

• Dataless with CompAck

• Write30 

• Atomic
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 Fully Coherent Read Transactions 

Fully coherent Read transactions are: 

• ReadUnique, ReadClean, ReadNotSharedDirty, and ReadShared.

The transaction flow for Fully Coherent Read transactions is as follows, and as shown in Figure 3-4: 

The Requestor chip sends a Read Request transaction using Request credit. 5 

The Home returns the Read Data and any associated transaction response with the CompData opcode. 

The Requestor sends an Acknowledgement response that the transaction has completed with the CompAck 
opcode. 

If the NoCompAck property is true then a coherent read transaction does not include a CompAck Response. This 
requires that any Snoop transaction is guaranteed to remain ordered behind a Request response for the same 10 

cache line. 

Request

Request
Response

Snoop
Response

Read

CompAck

Requester Home

CompData

Figure 3-4: Coherent Read transactions with CompAck 

 Non-coherent and IO Coherent Read Transactions 

Non-coherent and IO Coherent Read transactions are: 15 

• ReadNoSnp, ReadOnce, ReadOnceCleanInvalid and ReadOnceMakeInvalid.

The transaction flow for Non-coherent and IO coherent Read transactions is as follows, and as shown in Figure 
3-5:

The Requestor chip sends a Read Request transaction using Request credit. 

 The Home chip returns the read data and any associated transaction response with the CompData opcode. 20 

The transaction flow does not include a CompAck. 
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Request

Request
Response

Read

Requester Home

CompData

Figure 3-5: Non-coherent and IO coherent Read transactions 

 Dataless Transactions without CompAck 

The Dataless transactions without CompAck are: 

• CleanShared, CleanSharedPersist, CleanInvalid, MakeInvalid, and Evict.  5 

The transaction flow for this group of transactions is as follows, and as shown in Figure 3-6: 

The Requestor chip sends a Dataless Request transaction using Request credit. 

The Home chip returns a Comp response. Only a single response is given for Dataless transactions. 

Request

Request
Response

Dataless

Requester Home

Comp

Figure 3-6: Dataless transactions without CompAck 10 

 Dataless Transactions with CompAck 

The Dataless transactions with CompAck are: 

• CleanUnique and MakeUnique.

The transaction flow for this group of transactions is as follows, and as shown in Figure 3-7: 

The Requestor chip sends the Request transaction using Request credit. 15 

The Home chip returns a Comp response. Only a single Response is given for Dataless transactions. 

The Requestor sends an Acknowledgement response that the transaction has completed with the CompAck 
opcode. 
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Request

Request
Response

Snoop
Response

Dataless

CompAck

Requester Home

Comp

Figure 3-7: Dataless transactions with CompAck 

If the NoCompAck property is true then CleanUnique and MakeUnique do not include a CompAck response. This 
requires that any snoop transaction is guaranteed to remain ordered behind a Request response for the same 
cache line. 5 

 Write Transactions 

All Write transactions use the same transaction structure. 

The progress of a transaction is as follows, and as shown in Figure 3-8: 

The Requestor chip sends a Write request with data using a Request credit and a Data credit. 

The Home chip returns a Comp response packet. 10 

Request
w Data

Request
Response

Requester Home

Write +
Data

Comp

Figure 3-8: Write transactions 

 Atomic Transactions 

Atomic transactions are divided into two groups based on the type of Comp response. 

Atomic transactions using completion Response without Data are: 15 

• AtomicStore.

Atomic transactions using completion Response with Data are: 

• AtomicLoad, AtomicSwap and AtomicCompare.

The progress of transactions in these two groups is as follows, and as shown in Figure 3-9: 

The Requestor chip sends Atomic request which includes data using a Request credit and a Data credit. 20 
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The Home chip returns a Comp or CompData response for AtomicStore or non-AtomicStore transactions 
respectively. 

Request
w Data

Request
Response

Requester Home

Atomic +
Data

Comp

Request
w Data

Request
Response

Requester Home

Atomic +
Data

CompData

Figure 3-9: Atomic transactions  

 Snoop Transactions 5 

Snoop transactions are sent from the interface on a device that contains a memory Home to any other interface 
that might hold a cached copy of a location obtained from the Home. 

A Snoop request must only be sent when both of the following are true: 

• A Snoop credit is available at the target device

• Sufficient buffer resources are available to accept any Response that might be obtained for the Snoop,10 

either with or without Data.

See the Section 3.7 for further details. 

The possible options for a Snoop Transaction structure are: 

• Snoop without Data response

• Snoop with Data response15 

SnpToAny, SnpToC, SnpToS, SnpToSC and SnpToI, transactions can complete either with or without a Data 
response, and this is determined by the Snoopee.  

SnpMakeI Snoop transactions always complete without a Data response. 

Further details on the different Snoop transactions and whether data is returned can be found in a later section. 

Note: Figures relating to Snoop transactions are shown with the Snoopee on the right and the Home on the left, 20 

which is different from previous diagrams. This is consistent with the Request / Snoop request going from left to 
right. 

 Snoop without Data response 

The progress of a Snoop transaction without Data is as follows, and as shown in Figure 3-10: 

• The Home chip issues a Snoop request, which can be any of the supported Snoop transactions, using25 

Snoop credit.

• The Snooped chip returns a SnpResp, Snoop response, packet.
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Snoop

Snoop
Response

Snoop

Home Snoopee

SnpResp

Figure 3-10: Snoop transactions without Data response 

 Snoop with Data Response 

The progress of a snoop transaction with data is as follows, and as shown in Figure 3-11: 

The Home chip issues a Snoop request, which can be any Snoop type except SnpMakeI, using a Snoop credit. 5 

The Snoopee chip returns the data and associated response, using a SnpRespData or SnpRespDataPtl packet. 

Snoop

Snoop
Response

Snoop

Home Snoopee

SnpRespData

Figure 3-11: Snoop transactions with Data response 

The use of SnpRespDataPtl packets is an optional feature; see Section 3.12.2 for further details. 

 Misc Transactions 10 

Misc transactions are sent from one interface to another to which there is a CCIX Link available. 

A Credited Misc Request must only be sent when: 

• Misc credits are available at the target device.

• The size of the Misc message is limited by the number of available credits.

• Each Misc credit guarantees acceptance of 8 bytes of message.15 

An Uncredited Misc message can be sent without any credits from the target. 

An Uncredited Misc message must be unconditionally accepted by the target. 
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3.5 Address, Control, and Data 

 Address and Data Alignment 

For Read, Dataless, Write, and Atomic transactions a memory location is accessed using the values in Addr field 
and NonSec bit. For ReadNoSnp, WriteNoSnpPtl, WriteUniquePtl and Atomic transactions that access less than a 
cache line size, the Extension field that includes low order address bits is required if Addr[5:0] is not all zero. 5 

If Addr[5:0] is all zero then use of Extension field is permitted but not required. 

The address in Atomics must be aligned to the operand size. 

For a Snoop request the field includes the address and NonSec of the location being snooped. These two fields 
are sufficient to uniquely identify the cache line to be accessed by the snoop.  

Unused higher order address bits in both Requests and Snoop requests must be driven to zero. 10 

 Request Attributes 

Request Attribute indicates size of the request data, Memory type and their properties. 

Memory types can be Device or Normal. Properties and subcategories of each are described below. 

 Device 

Device memory type must be used for locations that exhibit side-effects. Use of Device memory type for 15 

locations that do not exhibit side-effects is permitted. 

The requirements for a transaction to a Device type memory location are: 

• A Read transaction must not read more data than requested.

• Prefetching from a Device memory location is not permitted.

• A read must get its data from the endpoint. A read must not be forwarded data from a write to the same20 

address location that completed at an intermediate point.

• Combining requests to different locations into one request, or combining different requests to the same
location into one request, is not permitted.

• Writes must not be merged.

• A write must not write to a larger address range than the original transaction.25 

• Writes to Device memory that obtain completion from an intermediate point must make the write data
visible to the endpoint in a timely manner.

• Completion for a write to Device memory which comes from an intermediate point must guarantee that
the write is ordered with respect to all other transactions, from any agent, to the same device. The
address range of the device is IMPLEMENTATION DEFINED.30 

Device memory type can be further subcategorized as below: 

• Device nRnE
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The required behavior for the Device nRnE (no-Reordering and no-Early completion) memory type is the 
same as for the Device memory type except that: 

o The write response must be obtained from the final destination.

o All Read and Write transactions from the same source to the same endpoint must remain
ordered.5 

• Device nRE

The required behavior for the Device nRE (No-Reordering and Early completion) memory type is the
same as for the Device nRnE memory type except that:

o The write response must indicate that the transaction is ordered with respect to a later
transaction from any other agent, but the transaction may not have reached the final10 

destination.

• Device RE

The required behavior for the Device RE (Reordering and Early completion) memory type is same as for
the Device nRE memory type except that:

o Read and Write transactions from the same source to the same endpoint whose address15 

does not overlap need not remain ordered.

o Read and Write transactions from the same source to addresses that overlap must remain
ordered.

Accesses to Device memory must use the following types: 

• Read accesses to a Device memory location must use ReadNoSnp.20 

• Write accesses to a Device memory location must use either WriteNoSnpFull or WriteNoSnpPtl.

 Normal Memory 

Normal memory type is appropriate for memory locations that do not exhibit side-effects. 

Accesses to Normal memory do not have the same restrictions regarding prefetching or forwarding as Device 
type memory: 25 

• A Read transaction can obtain read data from a Write transaction that has sent its completion from an
intermediate point and is to the same address location.

• Writes can be merged.

Any Read, Dataless, Write or Atomic transaction type can be used to access a Normal memory location. The 
transaction type used is determined by the memory operation to be accomplished, and the Request attributes. 30 

Normal memory type can be further subcategorized as below: 

• Normal Non-cacheable

The required behavior for the Normal Non-cacheable memory type is:

o The write response can be obtained from an intermediate point.
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o Write transactions must be made visible at the final destination in a timely manner.

o Completion for a write to Normal memory which comes from an intermediate point must
guarantee that the write is ordered with respect to all other transactions to the same bytes
in memory.

Note: There is no mechanism to determine when a Write transaction is visible at its final destination. 5 

o Read data must be obtained either from:

− The final destination.

− A Write transaction that is progressing to its final destination. If read data is obtained from a
Write transaction:

 It must be obtained from the most recent version of the write.10 

 The data must not be cached to service a later read.

o Writes can be merged.

o Read and Write transactions from the same source to addresses that overlap must remain
ordered.

• Write-back no-Allocate15 

The required behavior for the Write-back no-Allocate (WBnA) memory type is:

o The write response can be obtained from an intermediate point.

o Write transactions are not required to be made visible at the final destination.

o Read data can be obtained from an intermediate cached copy.

o Reads can be prefetched.20 

o Writes can be merged.

o A cache lookup is required for Read and Write transactions.

o Read and Write transactions from the same source to addresses that overlap must remain ordered.

o The No-allocate attribute is an allocation hint, that is, it is a recommendation to the memory system
that, for performance reasons, the transaction is not allocated. However, the allocation of the25 

transaction is not prohibited.

• Write-back Allocate

The required behavior for the Write-back Allocate (WBA) memory type is the same as for WBnA
memory. However, in this case, the allocation hint is a recommendation to the memory system that, for
performance reasons, the transaction is allocated.30 

 Permitted Memory Type for Requests 

Permitted memory types for a request are: 

• ReadNoSnp/WriteNoSnp can be Normal Non-cacheable or Device.

• All Reads except ReadNoSnp can be Write-back only.
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• All Dataless can be Write-back.

• Dataless that are CleanShared, CleanSharedPersist, CleanInvalid and MakeInvalid can also be Normal
Non-cacheable or Device.

• All Writes except WriteNoSnp can be Write-back only.

• Atomics can be Write-back, Normal Non-cacheable or Device. 5 

 Data and Byte Enables 

 Data Fields 

The Size sub-field of the ReqAttr field, in a Read Request message or Write Request message, determines the 
number of data bytes associated with the transaction. The permitted values for the size sub-field are 1B, 2B, 4B, 
8B, 16B, 32B, 64B, 128B. 10 

The data bytes included in Read Response message or a Write Request message can be 8B, 16B, 32B, 64B, or 
128B.  

128B data size is only permitted when cache line size is configured to be 128B. 

When the Size sub-field in the ReqAttr field is 1B, 2B, or 4B, the number of data bytes included in the Read 
Response message or a Write Request message is 8B. In all other cases, the Size sub-field in the ReqAttr field of 15 

the Request is the same as the number of data bytes included in the Read Response message or a Write Request 
message. 

When the Size sub-field in the ReqAttr field is 1B, 2B, or 4B, the location of the requested data in the message is 
determined by the address field, Addr, in the Request. The data is located at its natural location within the 8B 
window and is not always located at the start of the data field in the message. 20 

For requests with memory attribute of WriteBack or Non-cacheable, the data message contains valid data from 
the aligned Address to the aligned Addr + Size. 

For requests with memory attribute of Device: 

• The data message contains valid data from the Address in the Request to the aligned Address + Size.

• For Write transactions, it is required that no byte enables are asserted for address locations lower than25 

the Address within the request.

The following equations can be used to determine the valid data bytes included in a Read Response message or 
Write Request message, and determine the location of the data within the data field. 

Start_Address – The address in the Addr field of the transaction request. 

Size – The value of the Size sub-field of the ReqAttr field of the transaction request. 30 

Number_Bytes – The number of bytes in the transaction, as determined by Size. 

Aligned_Address – The aligned Start_Address, aligned to Size number of bytes.  

Start_Byte – The first data byte in the message to include valid data. 
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End_Byte – The last data byte in the message to include valid data. 

INT(x) – The rounded-down integer value of x. 

The following equations are used to determine Start_Address, Number_Bytes and Aligned_Address. 

Start_Address = Request.Addr 

Number_Bytes = 2 ^ Request.ReqAttr.Size 5 

Aligned_Address = (INT(Start_Address / Number_Bytes) ) × Number_Bytes 

In the message, the first data byte transmitted is defined to be Data Byte 0 and subsequent bytes are defined to 
be Data Byte 1, Data Byte 2, and so on. 

Start_Byte – The Data Byte within the message that contains the first byte of the transaction. 

End_Byte – The Data Byte within the message that contains the last byte of the transaction. 10 

 Normal Memory 

Transactions with memory attribute of WriteBack or Non-cacheable access the number of bytes defined by the 
Size field. Data access is from the Aligned_Address, that is, the transaction address rounded down to the nearest 
Size boundary, and ends at the byte before the next Size boundary. 

The bytes accessed are from (Aligned_Address) to (Aligned_Address + Number_Bytes - 1). 15 

For transactions with Size of less than 8B the following applies: 

The first byte of the transaction is in the message at data byte, 

Start_Byte = Aligned_Address[2:0] 

The last byte of the transaction is in the message at data byte, 

End_Byte = Aligned_Address[2:0] + Number_Bytes – 1 20 

For 8B or larger data fields the Start_Byte is always at Byte 0, as Aligned_Address[2:0] is always 0. 

 Device 

Transactions with memory attribute of Device memory type access the number of bytes from the transaction 
address up to the byte before the next Size boundary. 

The bytes accessed are from (Start_Address) to (Aligned_Address + Number_Bytes - 1). 25 

The first byte of the transaction is in the message at data byte, 

Start_Byte = Start_Address[2:0] 

The last byte of the transaction is in the message at data byte, 

End_Byte = Aligned_Address[2:0] + Number_Bytes - 1 

For write transactions to Device locations, byte enables must only be asserted for the bytes between Start_Byte 30 

and End_Byte inclusive. 
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 Data Location Examples 

Figure 3-12 give a number of examples of the valid bytes in a transaction. The valid bytes are shown white and 
the invalid bytes are shaded. 

Figure 3-12: Data layout examples 5 

 Byte Enables 

Byte Enables are included in the Write Request message for the following Request opcodes: 

• WriteNoSnpPtl

• WriteUniquePtl

• WriteBackPtl10 

Byte enables are always included for these write messages, even in the case where all or none of the byte 
enables are asserted. 

For WriteBackPtl, the data size is always cache line size and the number of byte enable bits included in the 
message is one bit for each byte of the cache line. 

For WriteNoSnpPtl and WriteUniquePtl, the number of data bytes included in the message is 8B, 16B, 32B, 64B, 15 

or 128B.  

128B data size is only permitted when cache line size is configured to be 128B. 
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To ensure that data is always aligned to a 4B boundary, when the number of data bytes included in the message 
is 8B, 16B, or 32B, the message contains the appropriate number of byte enable bits followed by reserved space 
up to the 4B boundary. 

Assertion of byte enables below unaligned address for WriteBack Memory is permitted. 

Assertion of byte enables below unaligned address for Device memory is not permitted. 5 

Byte enable field is not included in full cache line Writes and Atomic transactions. 

• In full cache line Writes all byte enables are implicitly assumed to be asserted.

• In Atomic transactions, valid data is determined by Address and Size. All byte enables within the size are
assumed to be asserted.

Figure 3-13 through Figure 3-16 illustrate the location of the byte enables within the message for each of the 10 

options.  

Figure 3-13: Byte Enables Location in an 8B Data Message 

Figure 3-14: Byte Enables Location in a 16B Data Message 15 

Figure 3-15: Byte Enables Location in a 32B Data Message 
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Figure 3-16: Byte Enables Location in a 64B Data Message 

3.6 Ordering 

 Multi-copy Atomicity 

This specification requires multi-copy atomicity. All components must ensure that write-type requests are multi-5 

copy atomic. A write is defined as multi-copy atomic if both of the following conditions are true: 

• All writes to the same location are serialized, that is, they are observed in the same order by all
Requesters, although some Requesters might not observe all the writes.

• A read of a location does not return the value of a write until all Requesters observe that write.

In this specification, two addresses are considered to be the same if their cache line addresses and Non-secure 10 

attribute are the same. 

 Completion Response and Ordering 

To guarantee the ordering of a transaction with respect to later transactions, either from the same agent or 
from another agent, the Comp or CompData response is used as follows: 

• For a Read and Atomic transaction to a Normal Non-cacheable or Device location, a CompData response15 

guarantees that the transaction is observable to a later transaction from any agent to the same endpoint
address range. The size of the endpoint address range is IMPLEMENTATION DEFINED.

• For a Read and Atomic transaction to a Write Back location, a CompData response guarantees that the
transaction is observable to a later transaction from any agent to the same location.

• For a Write, Dataless and Atomic transaction to a Device-nRnE or Device-nRE location, a Comp response20 

guarantees that the transaction is observable to a later transaction from any agent to the same endpoint
address range. The size of the endpoint address range is IMPLEMENTATION DEFINED.
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• For a Write, Dataless and Atomic transaction to a Write Back location. Normal Non-cacheable or Device-
RE, a Comp response guarantees that the transaction is observable to a later transaction from any agent
to the same location.

For a CleanSharedPersist transaction a Comp response also guarantees that any prior write to the same address 
location is committed to Persistent memory. 5 

Note: The size of an endpoint address range is IMPLEMENTATION DEFINED. Typically, it is the size of a peripheral 
device, for a region used for peripherals and the size of a cache line, for a region used for memory. 

Requests marked as Device nR from a given Source to the same target must be kept in order without the need 
for waiting for Comp for a previous ordered Request. 

 CompAck 10 

The relative ordering of Completion to a Memory request issued by a Requester, and Snoop request caused by a 
Memory request from different Requesters, is controlled by using a Completion Acknowledgment response. Use 
of this acknowledgment response ensures that a Snoop transaction that is ordered after the transaction from 
the Requester is guaranteed to be received after the transaction response. 

The sequencing of the completion of a transaction and the sending of CompAck is as follows: 15 

The Requester sends a CompAck after receiving Comp or CompData. 

The Home waits for CompAck before sending a subsequent snoop to the same address. 

A Requester must include CompAck for ReadUnique, ReadClean, ReadNotSharedDirty, ReadShared, CleanUnique 
and MakeUnique transactions. 

Optional feature: 20 

The system is permitted to remove CompAck from the above listed transactions by asserting NoCompAck 
property, if all components in the system guarantee to preserve order between a response and subsequent 
snoop to the same address as the Request in the response. The order of messages in packing and unpacking 
logic must maintain the order between Responses and Snoops.  

 Comp and Outstanding CompAck Dependency 25 

A Home Agent is required to wait before responding with a Comp for a transaction till CompAck for an earlier 
outstanding transaction with the same TxnID with the same SrcID is received. 

3.7 Flow control and protocol credits 

 Protocol Credits 

Following four credit types are defined for managing flow of messages 30 

• Request

• Data
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• Snoop

• Misc

The receiver of the messages must grant credits, that is, send credits to each of the sender chips that it has a link 
to. 

For Request, Data and Snoop message credits, the granting of credits is through piggybacking on other messages 5 

or explicit credit exchange mechanism as explained later. For Misc message credits the granting of credits is only 
through explicit credit exchange mechanism or by using MiscCredit field in credited Misc messages. 

Figure 3-17 illustrates how credits per destination are accumulated at the sender. 

Figure 3-17: Credit accumulation at the sender 10 

A non-Write or a non-Atomic request can be sent only if the sender has received a Request credit from the 
target chip. 

A Write request or Atomic request can be sent only if the sender has received both a Request credit and Data 
credit from the receiver. 

• If the sender determines from a CCIX Link configuration setting that it will not receive Request credits15 

due to non-support of Request by the receiver on that Link then the sender is permitted to terminate
the Request and respond in an appropriate manner to indicate an error for the on-chip protocol that is
in use.

A Snoop can be sent only if the sender has received a Snoop credit from the receiver. 

• If the sender determines from a CCIX Link configuration setting that it will not receive Snoop credits due20 

to non-support of Snoops by the receiver on that Link then the sender must terminate and respond to
the Snoop in a protocol compliant manner. The response must not be marked as in error.
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A Response does not require any explicit credit exchange and all Responses must be accepted. 

A Read request and Atomic requests that return data must also include guaranteed resources for receiving Data 
response. 

A Dataless request, Write request and an Atomic request that does not return data must guarantee resources 
for receiving a Response. 5 

A credited Misc message can be sent only if appropriate number of Misc message credits are available. 

• If the sender determines from a link configuration setting that it will not receive Misc credits due to non-
support of Misc by the receiver on that link then the sender is permitted to drop the Credited Misc
packet.

Explicit credit exchange.  NOP and ProtErrReport messages do not require any explicit credit exchange and the 10 

receiver must accept them unconditionally. 

 Credit Exchange 

Different ways of exchanging Message credits are: 

• Independent messages for credit exchange: a credit grant and a credit return message.

• Within packet header credit grant.15 

 Independent Credit Exchange 

This uses a dedicated message to exchange credits. The message format allows for both credit grant and credit 
return. Credits exchanged in a single message must be either all credit grants or all credit returns, mixing of the 
two types is not permitted. The credit exchange message defines the following fields. 

MiscOp[3:0] – Indicates credits are granted or returned. 20 

ReqCredit[7:0] – Request credit, required for all Request messages. 

DataCredit[7:0] – Data credit, required for Write request or Atomic request message. 

SnpCredit[7:0] – Snoop credit, required for Snoop messages. 

MiscCredit[7:0] – Misc message credit, required for Credited Misc messages. 

 Packet Header Credit Grant 25 

Packet header credit grant uses a 6-bit field MsgCredit field in the packet header. The MsgCredit field includes 
the following sub-fields: 

ReqCredit[1:0] – Request credit, required for all Request messages. 

DataCredit[1:0] – Data credit, required for Write request or Atomic request message. 

SnpCredit[1:0] – Snoop credit, required for Snoop messages. 30 

MsgCredit field does not include any sub-field for Misc message credits. 
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 Credit Exchange Rules 

The following applies for Credit Exchange: 

• The maximum number of credits, for each credit type, that can be sent is 255 in each independent credit
exchange message.

• Sending more than 255 credits requires the use of an additional message. 5 

• Independent Credit Exchange messages do not require any form of credit to be sent.

• There is no maximum rate at which credit Exchange messages can be sent.

• It is permitted for a single packet to include both “Packet header Credit Grant” and one or more
“Independent Credit Exchange Messages”.

• The maximum number of credits that can be granted is 1023 per credit type.10 

 Agent IDs in Credit Exchange Messages 

When a packet with credits, either in the packet header or explicit, is received the receiver identifies the CCIX 
Link that the credits belongs to by the SrcID and TgtID. 

For credit exchange the SrcID associated with the credit exchange can be any ID value from the agents on the 
sender side of the Link. 15 

For credit exchange the TgtID associated with the credit exchange can be any ID value from the agents on the 
receiver side of the Link. 

Note: The sender of explicit credit messages can use a fixed agent from each set as TgtID and SrcID of these 
messages. Such an implementation might simplify credit sender logic, but credit receiver still must track the 
relationship using all Agent IDs in the list. 20 

Example 

An example of relating credits in a message to a CCIX Link are given below. 

Chip 0 and Chip 1 in Figure 3-18 communicate over Link labeled as L1 in Port P0 of Chip 0. The credit counters 
that track number of credits available to send different messages to Chip 1 are also labeled as L1 in the credit 
counter block.  25 
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Chip 0 Chip 1
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P2

HA4

HA5
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P2
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0

Credit 
counters

L
1

L
2

RA4

RA6

HA1

Chip 2

P0

Chip 3

P0

Figure 3-18: Port, Link and Agent distribution example 

The link is identified by a tuple of sets of agents on the two chips as:  

• Link (L1) on Chip 0: {{A1, A2}, {A0, A4, A5, A6}}

RA, HA, SA and EA are collapsed into just ‘A’ because RA, HA, SA and EA with same Agent ID must be on the 5 

same chip. 

A message from Chip 1 to Chip 0 with SrcID value from the set of agents on Chip 1 that is {A0, A4, A5, A6} and 
TgtID value from the set of agents on Chip 0 that is {A1, A2} is identified to carry credits for link(L1).  

3.8 Miscellaneous Messages 
Two types of miscellaneous messages are defined in this specification: Uncredited Misc messages and Credited 10 

Misc messages. 
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 Uncredited Misc Messages 

These messages do not need any credits to be sent. The receiver must accept them unconditionally. Four 
defined uncredited Misc messages are: CreditGrant, CreditReturn, NOP and PER. In addition, a Generic message 
with payload is defined, where the payload is IMPLEMENTATION DEFINED.  

 Credited Misc Messages 5 

The sender requires credits to send Credited Misc messages. A message can take one to five credits depending 
on the size of the message being sent. Each credit represents buffer resources for 8 bytes of message. See 
Section 3.11.6 for details on message format. Credit is not piggybacked in packet header. Misc message credits 
are either exchanged using explicit credit exchange messages or piggybacked within a Misc message. 

 ID Namespace 10 

Agent ID values used in the Misc messages should correspond to Agent ID values assigned to the source and 
target chips. These values can either overlap with Agent values used by RA, HA, SA or EA on those chips or be 
unused by any agents. Common use case would be that the Misc message would be intercepted at the Port and 
the AgentID value not used any further. 

 Extension Fields in Misc Message 15 

Extension fields are permitted in Misc messages. 

3.9 Error Handling 

 Error Classification 

Errors in transactions can be classified in the following manner. 

Data Error: 20 

• Used when the correct address location has been accessed, but an uncorrectable error is detected
within the data. Typically, this is used when data corruption has been detected by ECC or a parity check.

• Data Error reporting is supported by Poison field and RespErr field.

• When RespErr field value in a Write request, Atomic request or Read response message is set to 0b10
then the complete Data packet is considered to be in error.25 

• Poison error can be used to identify data error in 8 byte granularity. This is done in the following
manner.

For 64B and 128B cache line sizes:  

Poison0 [i] = 0;  If chunk i, i.e. Data[64*(i+1)-1:  64*i]  is error free. 

 = 1;  If chunk i, i.e. Data[64*(i+1)-1:  64*i]  has one or more bits in error. 30 
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For 128B cache line sizes:  

Poison1 [i] = 0;   If chunk i, i.e. Data[64*(i+1)+511:  64*i+512]  is error free. 

 = 1;   If chunk i, i.e. Data[64*(i+1)+511:  64*i+512]  has one or more bits in error. 

For 64B cache line size Poison1 field is not applicable and can take any value. The receiver must ignore this 
field. 5 

Over poisoning of Data is permitted, but under poisoning is not permitted. 

Non-data Error:  

• Used when an error is detected that is not related to data corruption. This specification does not define
all cases when this error type is reported. Typically, this error type is reported for:

o An attempt to access a location that does not exist.10 

o An illegal access, such as a write to a read only location.

o An attempt to use a transaction type that is not supported.

o Non-data Error reporting is supported by the RespErr field in the response packet. See

o Table 3-25: RespErr Field Encoding.

Table 3-25: RespErr Field Encoding 15 

RespErr[1:0] Error type 

00 No Error 

01 Reserved 

10 Data Error 

11 Non-data Error 

3.10 Packet Header 

 Packet Header 

The specification supports two forms of packet header: 

• PCIe Compatible Header

• Optimized Header20 

The header to be used is defined by the PktHeader property. This property has two permitted values, 
Compatible and Optimized. The default value is Compatible. 
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 PCIe Compatible Header 

The PCIe Compatible Header uses the PCIe Vendor Defined Message format and is compatible with CCIX 
unaware (i.e. pre-existing) PCIe Switches. The diagram below illustrates the header. Bytes 0 to 11 of the header 
are as defined by the PCI Express Base Specification (see Reference Documents).  

Bytes 12 to 15 of the header are defined as shown in Figure 3-19 and Table 3-26: 5 

Figure 3-19: PCIe-Compatible Header Format 

Table 3-26: PCIe-Compatible Header Field Description, CCIX Layer Use 

Byte Bits Field Comments 

12 5:0 MsgCredit[5:0] Granted message 
credits  

13 3:0 TgtID[5:2] Target ID bits 

14 7:6 TgtID[1:0] Target ID bits 

14 5:0 SrcID[5:0] Source ID 

 Optimized Header 

The Optimized Header is illustrated in Figure 3-20, can only be used with a CCIX aware interface. Table 3-27 10 

shows the fields defined by the PCI Express Base Specification (see Reference Documents).  

Table 3-28 shows the fields defined by this specification. 

Figure 3-20: Optimized Header Format 

Optimized Format Transport Header
7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

0 Type Rsvd Rsvd

+0 +1 +2 +3

MsgCredit[5:0] TC = CCIX TC TgtID[5:0] SrcID[5:0] Length

for 

Eva
luati

on



Hardware Specification for Evaluation Packet Header 

Protocol Layer © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 91 of 346 
July 8, 2019 

Table 3-27: Optimized Header Field Description, PCIe Layer Use 

Byte Bits Field Comments 

0 6 Type 

1 6:4 TC[2:0] Traffic Class 

3 6:0 Length[6:0] Payload length in 4B granularity 

Table 3-28:  Optimized Header Field Description, CCIX Layer Use 

Byte Bits Field 

0 5:0 MsgCredit[5:0] 

1 3:0 TgtID[5:2] 

2 7:6 TgtID[1:0] 

2 5:0 SrcID[5:0] 

 Packet Header Length field 

The Length field in the packet header provides the length of the packet. The value of the field is the same 
whether the PCIe Compatible Header or the Optimized Header is used. The Length is equal to the sum of the 5 

MsgLen fields of the messages within the packet. It does not include the 16B header for the PCIe Compatible 
Header format or the 4B header for the Optimized Header format. The encoding for the Length field is shown in 
Table 3-29. 

Table 3-29: Packet Header Length Field Encoding 

Length [6:0] Payload Size 

000 0000b Reserved 

000 0001b 4B 

000 0010b 8B

...

...

111 1111b 508B 

10 

When using the PCIe Compatible Header format: 

• 10-bit Length field is supported.

• Length[9:7] must be set to zero.

• Minimum payload size is 4B.

• Maximum payload size is 508B.15 
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When using the Optimized Header format: 

• 7-bit Length field is supported.

• Minimum payload size is 8B.

• Maximum payload size is 508B.

 Message Packing 5 

Each packet can contain multiple messages. Each message within a packet includes a MsgLen field that indicates 
the length of that message. 

 Message Packing Enable 

The NoMessagePack property is used to control whether the packing of multiple messages within a packet is 
supported. 10 

When the NoMessagePack property is True, the sender is required to only send a single message per packet. 
When the NoMessagePack property is False, the sender is permitted to pack multiple messages per packet, 
subject to the restrictions of MaxPacketSize parameter, see later sections. 

The default value for the NoMessagePack property is True. 

 Maximum Packet Size 15 

The MaxPacketSize property is used to control the maximum packet size. This determines the maximum number 
of bytes in the payload of the packet and hence is also the maximum value indicated by the Length field in the 
packet header. Note that when the MaxPacketSize property is set to 512B, the maximum packet size is actually 
508B, see Section 3.10.1 Packet Header for details. 

Permitted values for MaxPacketSize are 128B, 256B and 512B. 20 

The default value for the MaxPacketSize property is 128B. 

 Combining Properties for Multiple Interfaces 

Each receiving interface must declare the NoMessagePack and MaxPacketSize properties, such that they can be 
read by software during system configuration. 

Software must then establish the permitted values that are programmed in to each of the transmitting 25 

interfaces during system configuration.  

It is permitted for a transmitting interface to have separate programmable values for each other interface that it 
communicates with; or to have a single programmable value for all interfaces; or to have programmable values 
that apply to groups of interfaces. 
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3.11 Message Formats 
This section defines the message formats for the following messages: 

• Read Request

• Write Request

• Response without Data5 

• Response with Data

• Snoop

• Misc

The following points apply throughout this section: 

• A single Extension field is shown within the message. This is shown with a dotted background as it is10 

included only when required. The number of Extension fields present in a message can vary from 0 to 8.
See Section 3.8.4 for additional details.

• If the interface is configured for 64B cache line then MsgLen does not include bit[5] and TxnID includes
bit[11]. If the interface is configured for a 128B cache line size then TxnID[11] is not present and is
replaced by MsgLen[5].15 

• Reserved fields are shown with dark grey background. The bits in these fields must be set to zero by the
sender, ignored by the receiver and preserved by the forwarder.

 Read Request 

The format for a Read Request message is shown in Figure 3-21. 

20 

Figure 3-21: Read Request Message Format 

 Write Request 

The format for a Write Request message is shown in Figure 3-22. 

The following points apply for a Write Request packet: 

• The number of Data bytes included in a packet can be 8B, 16B, 32B, 64B, or 128B. This is determined by25 

the Size sub-field in the ReqAttr field.

• Data bytes are always aligned to a 4B boundary. For cache line size transactions, this will be fixed to the
cache line size.

Read Request Message

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

0 Ext

4 Ext

8

12 Rsvd NS

MsgType[3:0] MsgLen[4:0] TxnID[11:0] Rsvd

ExtType[2:0]

ReqAttr[7:0] Rsvd Address[51:32]

Address[31:6] QoS[3:0]

+0 +1 +2 +3

ReqOp[7:0]
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• BE, byte enables, are only included for WriteNoSnpPtl, WriteUniquePtl and WriteBackPtl transactions.

• BE are always 4B aligned and any resulting unused bytes are Reserved.

• The Data Byte that a BE applies to can be determined from the BE number and bit position. Examples
are:

o Bit 0 of BE 0 applies to Data byte 0 5 

o Bit 7 of BE 0 applies to Data byte 7

o Bit 0 of BE 1 applies to Data byte 8

Figure 3-22: Write Request Message Format  

In the figure above, NonSec bit is shown as NS. 10 

 Response without Data 

The format for a Response without Data message is shown in Figure 3-23. 

Figure 3-23: Response without Data Message Format 

Write Request Message

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

0 Ext

4 Ext

8

12 Rsvd NS

16

20

24

28

32

36

40

44

48

52

56

60

64

68

72

76

80

84

MsgType[3:0] MsgLen[4:0] TxnID[11:0] Rsvd

Data 56 Data 57 Data 58 Data 59

Data 60 Data 61 Data 62 Data 63

Data 48 Data 49 Data 50 Data 51

Data 52 Data 53 Data 54 Data 55

Data 40 Data 41 Data 42 Data 43

Data 44 Data 45 Data 46 Data 47

Data 32 Data 33 Data 34 Data 35

Data 36 Data 37 Data 38 Data 39

Data 24 Data 25 Data 26 Data 27

Data 28 Data 29 Data 30 Data 31

Data 16 Data 17 Data 18 Data 19

Data 20 Data 21 Data 22 Data 23

Data 8 Data 9 Data 10 Data 11

Data 12 Data 13 Data 14 Data 15

Data 0 Data 1 Data 2 Data 3

Data 4 Data 5 Data 6 Data 7

BE 0 BE 1 BE 2 BE 3

BE 4 BE 5 BE 6 BE 7

ExtType[2:0]

ReqAttr[7:0] Rsvd Address[51:32]

Address[31:6] QoS[3:0]

+0 +1 +2 +3

ReqOp[7:0]

Response without Data Message

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

0 Ext Rsvd

4 Ext

RespAttr[2:0]RsvdMsgType[3:0] MsgLen[4:0] TxnID[11:0]

ExtType[2:0]

+0 +1 +2 +3

RespOp[2:0]
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When optimized header is used with NoMessagePack property set to True, a Response message without Data 
and without an Extension field: 

• Must pad with one Ext6 even when no error is detected. This is to meet the PCIe transport layer
minimum packet size requirements.

• When no error is present RespErr and Poison bits must be set to zero. 5 

 Response with Data 

The format for a Response with Data message is shown in Figure 3-24. 

The following points apply for a Response with Data packet: 

• The number of Data bytes included in a packet can be 8B, 16B, 32B, 64B, or 128B. This is determined by
the Size sub-field in the ReqAttr field of the associated request.10 

• Data bytes are always aligned to a 4B boundary. For cache line size transactions, this will be fixed to the
cache line size.

• BE, byte enables, are only included for snoop response with data partial data messages, SnpRespDataPtl.

o A SnpRespDataPtl message is always cache line size.

o The Data Byte that a BE applies to can be determined from the BE number and bit position,15 

as described in the section for Write Request messages.

Figure 3-24: Response with Data Message Format 

 Snoop 

The format for a Snoop message is shown in Figure 3-25. 20 

Response with Data Message

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

0 Ext Rsvd

4 Ext

8

12

16

20

24

28

32

36

40

44

48

52

56

60

64

68

72

76

MsgType[3:0] MsgLen[4:0] TxnID[11:0] Rsvd RespAttr[2:0]

Data 56 Data 57 Data 58 Data 59

Data 60 Data 61 Data 62 Data 63

Data 48 Data 49 Data 50 Data 51

Data 52 Data 53 Data 54 Data 55

Data 40 Data 41 Data 42 Data 43

Data 44 Data 45 Data 46 Data 47

Data 32 Data 33 Data 34 Data 35

Data 36 Data 37 Data 38 Data 39

Data 24 Data 25 Data 26 Data 27

Data 28 Data 29 Data 30 Data 31

Data 16 Data 17 Data 18 Data 19

Data 20 Data 21 Data 22 Data 23

Data 8 Data 9 Data 10 Data 11

Data 12 Data 13 Data 14 Data 15

Data 0 Data 1 Data 2 Data 3

Data 4 Data 5 Data 6 Data 7

BE 0 BE 1 BE 2 BE 3

BE 4 BE 5 BE 6 BE 7

ExtType[2:0]

RespOp[2:0]

+0 +1 +2 +3
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Figure 3-25: Snoop Message Format 

In the figure above, DataRet bit is shown as DR and NonSec is shown as NS. 

 Miscellaneous Message type 

When optimized header is used with NoMessagePack property set to True, a Misc message that is just 4B long 5 

and does not include an Extension field: 

• Must pad with Ext6 even when no error is detected. This is to meet the PCIe transport layer minimum
packet size requirements.

• When no error is present RespErr and Poison bits must be set to zero.

 Credited Misc message 10 

The Credited Misc message format is shown in Figure 3-26. 

Figure 3-26: Credited Misc Message Format 

MiscOp[3:0]: Credited Misc message opcode.  

MiscCredit[1:0]: The number of credits that can be piggybacked. The value can be 0 to 3. 15 

Payload is IMPLEMENTATION DEFINED. 

Minimum and maximum payload is 2 bytes and 32 bytes respectively.  

Payload [255:16] are optional, determined by MsgLen. All messages must end on a 4B aligned boundary and any 
resulting unused bytes are Reserved. 

Snoop Message

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

0 Ext DR

4 Ext

8

12 Rsvd NS

SnpCastRsvd

ExtType[2:0]

Rsvd Addr[51:32]

Addr[31:6] Rsvd

+0 +1 +2 +3

SnpOp[3:0]MsgType[3:0] MsgLen[4:0] TxnID[11:0]

Credited Misc Message

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

Ext

Ext

+0 +1 +2 +3

Payload[15:8]Payload[7:0]

Rsvd RsvdPayload[247:240] Payload[255:248]

Payload[31:24] Payload[39:32]

Payload[183:176] Payload[191:184] Payload[199:192] Payload[207:200]

Payload[239:232]

Payload[119:112] Payload[127:120] Payload[135:128] Payload[143:136]

Payload[151:144] Payload[175:168]

MsgType[3:0] MsgLen[4:0]

Payload[159:152] Payload[167:160]

Payload[215:208] Payload[223:216] Payload[231:224]

Payload[23:16]

Payload[87:80] Payload[95:88] Payload[103:96] Payload[111:104]

Payload[47:40]

Payload[55:48] Payload[63:56] Payload[79:72]Payload[71:64]

ExtType[2:0]

MiscOp[3:0]MiscCredit
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 Uncredited Misc message 

MiscOp[3:0]: Misc message opcode. 

Misc message credits cannot be piggybacked in the message header of Credit Exchange or NOP messages. 

Misc message credits can be piggybacked in the message header of PER and Generic messages. 

Minimum and maximum payload is 2 bytes and 32 bytes respectively. 5 

Payload [255:16] are optional, determined by MsgLen. All messages must end on a 4B aligned boundary and any 
resulting unused bytes are Reserved. 

 Credit Exchange 

The format for a Credit Exchange message is shown in Figure 3-27. 

10 

Figure 3-27: Credit Exchange Message Format 

 NOP Message 

The format for a NOP message is shown in Figure 3-28. 

Figure 3-28: NOP Message Format 15 

 PER Message 

The format for Protocol Error Message is shown in Figure 3-29. 

Credit Exchange Message

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

Ext MsgType[3:0] MsgLen[4:0] DataCredit[7:0] ReqCredit[7:0]

+0 +1 +2 +3

MiscOp[3:0]Rsvd

Rsvd MiscCredit[7:0] SnpCredit[7:0]

NOP Exchange Message

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

0 Ext

+0 +1 +2 +3

MsgType[3:0] MsgLen[4:0] Rsvd MiscOp[3:0] Rsvd Rsvd
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Figure 3-29: PER Message Format 

 Request Chaining 

The specification supports a mechanism for Request chaining. This allows an optimized message to be sent for a 
request which is to the subsequent address of a previous Request message. The rules associated with chained 5 

Requests are: 

• A special ReqOp opcode, ReqChain, is used to indicate a chained Request. The actual opcode of the
chained Request is identical to the original Request.

• A chained Request does not include the ReqAttr, Addr, NS, or QoS fields, and the 4B aligned bytes
containing these fields is not present in the chained request message. These fields, except Addr, are all10 

implied to be identical to the original Request. Addr value is obtained by adding 64 for 64B cache line or
128 for 128B cache line to the Addr of previous Request in the chain.

• The address field of any Request might be required by a later Request that might be chained to this
Request.

• Request chaining is only supported for all requests which are cache line sized accesses, and have15 

accesses aligned to cache line size.

• A chained Request can only occur within the same packet.

• The TgtID and SrcID fields of a chained Request are identical to the original Request.

• It is permitted to interleave non-Request messages, such as Snoop or Response message, between
chained Requests.20 

 Snoop Chaining 

The specification supports a mechanism for Snoop chaining. This allows an optimized message to be sent for a 
snoop which is to the subsequent address of a previous Snoop message. The rules associated with chained 
Snoops are: 

PER Message

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

0 Ext

4

8

12

16

20

24

28

32

+0 +1 +2 +3

MsgType[3:0] MsgLen[4:0] MiscCr[1:0] MiscOp[3:0]

Payload[23:16] Payload[31:24]

Payload[231:224] Payload[239:232]

Payload[247:240] Payload[255:248] Rsvd Rsvd

Payload[103:96] Payload[111:104]

Payload[119:112] Payload[127:120] Payload[135:128] Payload[143:136]

Payload[151:144] Payload[159:152] Payload[167:160] Payload[175:168]

Payload[55:48] Payload[63:56]

Payload[87:80] Payload[95:88]

Payload[183:176] Payload[191:184]

Payload[215:208] Payload[223:216]

Payload[7:0] Payload[15:8]

Payload[39:32] Payload[47:40]

Payload[71:64] Payload[79:72]

Payload[199:192] Payload[207:200]
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• A special SnpOp opcode, SnpChain, is used with a Snoop message to indicate a chained Snoop. The
actual opcode of the chained Snoop is implied to be identical to the original Snoop.

• SnpCast and DR fields in a chained Snoop must be identical to the first Snoop in the chain.

• A chained Snoop does not include Addr or NS fields, and 4B aligned bytes containing these fields are not
present in the chained Snoop message.  and its value is identical to the original Snoop. NS field is implied5 

to be identical to the original Snoop. The Addr field is either 64B or 128B added to the previous Snoop in
the chain for 64B cache line or 128B cache line respectively.

• The address field of any Snoop might be required for a later chained Snoop.

• Snoop chaining is only supported for cache line sized accesses.

• A chained Snoop can only occur within the same packet.10 

• The TgtID and SrcID fields of a chained Snoop are identical to the original Snoop.

• It is permitted to interleave non-Snoop messages between chained snoops. An ongoing sequence of
chained Snoops can interleave with an ongoing sequence of chained Requests.

 Extension fields 

The specification allows for a message to include additional fields using one or more message extensions. 15 

• Each message header includes an Ext bit, which indicates if a 4B aligned Extension follows the header.

• Each Extension is 4 bytes in length, and must be 4B aligned.

• Each Extension includes an Ext bit which indicates if a further Extension is included.

• Each Extension includes a 3-bit ExtType field to identify which of the defined Extensions it is.

• The first Extension (if present) must immediately follow the first 4 bytes of message header. The20 

Extensions must be in order, such that for each following Extension, the 3-bit ExtType is greater than any
previous Extension in the same message.

• It is not required that all defined Extensions are included.

• For example, it is permitted for a message to include Extensions Type 0, Type 1 and Type 6 in that order.

• A message is not permitted to include multiple Extension fields of same ExtType.25 

• A maximum of eight Extensions are permitted in the current version of the specification.

• The receiver of a packet must allow the reception of an Extension that it does not actively support. It
must discard any Extension that it does not actively support.

All Extensions include the fields in Table 3-30: 

Table 3-30: Ext and ExtType Field Description 30 

Byte Bits Field Description 

0 7 Ext Indicates if a further Extension follows. 

0 6:4 ExtType[2:0] Identifies the Extension Type, see Table below 
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Hardware Specification for Evaluation 

The currently defined Extensions are shown in Figure 3-30 and Table 3-31: 

Figure 3-30: Fields in each Extension Type 

Table 3-31: Extension Field Description 

ExtType[2:0] Byte Bits Field 

000 1 7:4 Addr[63:60] 

1 3:0 TgtID[5:2] 

2 7:6 TgtID[1:0] 

2 5:0 SrcID[5:0] 

3 7:0 Addr[59:52] 

001 3 5:0 Addr[5:0] 

010 0 3:0 User[27:24] 

1 7:0 User[23:16] 

2 7:0 User[15:8] 

3 7:0 User[7:0] 

110 0 1:0 RespErr[1:0] 

2 7:0 Poison0[7:0] 

3 7:0 Poison1[7:0] 
Note: Any field not defined is Reserved. 5 

• ExtType 0 (high order address and replacement ID fields) can be included in any message type. For
messages that are not Request or Snoop request, the higher order address fields are Reserved.

• ExtType 1 (low order address) is used for Request messages only:

o This Extension must be included in ReadNoSnp, WriteNoSnpPtl, WriteUniquePtl and Atomic
Requests when the address bits Addr[5:0] value is non-zero.10 

o Inclusion of this Extension in ReadNoSnp, WriteNoSnpPtl, WriteUniquePtl and Atomic
Requests is optional when the address bits Addr[5:0] value is zero.

• ExtType 1 must not be included in any other Request types.

• ExtType 2 (user signaling) is used in all messages except Misc messages.

Extensions
7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

Ext

Ext

Ext

Ext RespErr[1:0]Rsvd Rsvd

Rsvd Rsvd

+0 +1 +2 +3

Addr[5:0]

ExtType=2

ExtType=6 Poison0 Poison1

ExtType=1

User

ExtType=0 Rsvd Addr[63:60] TgtID[5:0] SrcID[5:0] Addr[59:52]

Rsvd
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• ExtType 6 (poison and error) is used for Request with data, Response without data and Response with
data messages only.

 Extension Type 0 – Additional Information 

When the TgtID and SrcID fields are included in a message extension they override the TgtID and SrcID fields 
that are provided at the start of the packet. These new values for TgtID and SrcID only apply to the message 5 

within which they are included. The rules relating to these fields are:  

• The TgtID and SrcID fields at the start of a packet are used for any message within the packet which does
not have another mechanism to determine the TgtID and SrcID. This is referred to as the default TgtID
and SrcID for the packet.

• A message that includes ExtType 0 uses the TgtID and SrcID fields included within the Extension.10 

• It is permitted for even the first message in a packet to include ExtType 0. This message uses the TgtID
and SrcID fields in the Extension, instead of the default value for the packet.

• A chained message uses the TgtID and SrcID fields of the original Request/Snoop that it is chained to.
This may be the default value for the entire packet, or it may be the values included within an Extension
of the original Request/Snoop.15 

• It is permitted for a chained message to include ExtType 0. It is required that the TgtID and SrcID fields in
the Extension are the same as the TgtID and SrcID fields of the original Request/Snoop that it is chained
to.

3.12 Optional Features and Parameters 
The following features of the protocol can be configured: 20 

• CompAck Removal

• Partial Cache States

• Cache Line Size

• Address Width

• Packet Header25 

• Message Packing Enable

• Maximum Packet Size

 CompAck Removal 

The specification allows the optional removal of the CompAck response. This applies for ReadUnique, 
ReadClean, ReadNotSharedDirty, ReadShared, CleanUnique and MakeUnique transactions. 30 

To allow the removal of the CompAck response, an interface must guarantee that a subsequent Snoop to a given 
cache line does not overtake an earlier Response for a transaction to the same cache line. The packing of 
messages at the sender must maintain such order in packing of Responses and Snoops. The receiver of packed 
messages can rely on the order of messages in the packed packet to guarantee above ordering. 
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Removal of the CompAck response is only permitted when all CCIX components included in a system support 
this option and the option must be programmed in to each interface at system configuration time. 

The property is NoCompAck and the permitted values are True and False. The default value is False. 

 Partial Cache States 

The specification allows the optional support of Partial Cache States. 5 

The property is PartialCacheStates and the permitted values are True and False. The default value is False. 

When PartialCacheStates is True, the following is permitted: 

• Use of the WriteBackPtl transaction.

• Use of the SnpRespDataPtl snoop response.

SnpRespDataPtl is the only Response with Data message that includes the BE field. 10 

Use of WriteNoSnpPtl and WriteUniquePtl are always permitted, no matter what the value of the 
PartialCacheStates property. 

 Cache Line Size 

The specification requires that a 64B cache line size is supported. It also allows the optional support for a 128B 
cache line. 15 

Use of 128B cache line is only permitted when all components included in a system support this option and the 
use of this cache line size must be programmed in to each interface at system configuration time. 

The property is CacheLineSize and the permitted values are 64B and 128B. The default value is 64B. 

 Address Width 

The specification supports a configurable address width, as determined by the AddrWidth parameter. The 20 

permitted values are 48b, 52b, 56b, 60b or 64b. The default value is 48b. 

For AddrWidth of 56b, 60b or 64b, each Request and Snoop message must include ExtType 0 Extension to 
include the higher order address bits. For AddrWidth values of 48b or 52b, the message is permitted but not 
required to include ExtType 0 Extension. 

Address bits which are included but are not used must be set to zero. 25 

 Packet Header 

The PktHeader property defines the packet header format. This property has two permitted values, Compatible 
and Optimized. The default value is Compatible. 
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 Message Packing Enable 

The NoMessagePack property is used to control whether the packing of multiple messages within a packet is 
supported. The permitted values are True and False. The default value is True. See previous section for further 
details. 

 Maximum Packet Size 5 

The MaxPacketSize property is used to control the maximum packet size. The default value is 128B. See previous 
section for further details. 

 Summary of Properties 

Table 3-32 summarizes the defined properties, their permitted values and the default value. 

Table 3-32: Protocol Properties and their Permitted Values 10 

Property Permitted Values Default 

NoCompAck True, False False 

PartialCacheStates True, False False 

CacheLineSize 64B, 128B 64B 

AddrWidth 48b, 52b, 56b, 60b, 64b 48b 

PktHeader Compatible, Optimized Compatible 

MaxPacketSize 128B, 256B, 512B 128B 

NoMessagePack True, False True 

3.13 Message Routing and Agent ID Assignment 

 Message Routing 

For a message, the Address or TgtID value determines the next Port or Link to traverse to reach the next chip in 
the path to the target chip. For such routing, address routed messages use System Address Map (SAM) and ID 
routed messages use ID map (IDM). The routing of different messages and the table they use is listed in Table 15 

3-33.

The routing table used by Snoop response is labeled as SR-IDM. SR-IDM can be same as IDM in a tree or fully 
connected topologies but in some other topologies, such as a mesh with dimensional order routing, SR-IDM will 
have to be programmed differently than IDM. See later sections for details. 
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Table 3-33: Routing of Messages 

Message Type Routing Table used 

Memory request Address SAM 

Snoop request ID IDM 

Misc (Credited) ID IDM 

Memory response ID IDM 

Snoop response ID SR-IDM 

 Address Routed Messages 

Address routing of Requests is done in a hierarchical manner as described below: 

• At the original Request Agent, the RSAM table is used to determine if the Request is to be sent to a local
target or is to be routed to a Port:5 

o Local: The Home of the address is on the same chip. The architecture does not define how
local on-chip routing is performed.

o Port: The Home is on another chip.

• For Requests sent to a Port, a further decode uses the Port SAM (PSAM). This determines the Link that is
used.10 

• On arrival at the next chip, the process is repeated until the request arrives at the chip where the Home
is local.

By following certain restrictions on the topologies that are supported and restrictions on the address map layout 
that is used within that topology it is possible to ensure that the following is sufficient: 

• The number of RSAM entries is equal to the number of Ports plus Local decodes plus one.15 

• The number of PSAM entries for a Port with N links is equal to:

o Zero when N is equal to 1.

o N + 1 when N > 1.

It is permitted but not required to support larger SAM structures. Providing larger SAM structures allows more 
flexibility in the layout of the overall address map. 20 

 TgtID Assignment 

When the CCIX Port/Link has been determined for an address routed Memory request, it is required that the 
TgtID field of the Memory request, and any transport specific routing field, is populated with any Agent ID that 
corresponds to any agent that is reached through that Port/Link. This is required to ensure correct routing and 
credit exchange. 25 
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The values that can be used can be determined by a reverse look-up of the IDM Table. Any Agent ID value that 
corresponds to the appropriate CCIX Port/Link in the IDM table is permitted to be used. The list of Agent ID 
values that are permitted to be used is referred to as the TgtID Pool. 

It is not required to perform a reverse look-up of the IDM Table for each access. The permitted Agent ID values 
that can be used is static and only needs to be determined once for each Port/Link. 5 

Accessing a Slave Agent 

The RSAM and PSAM structures provide all the information required for routing from a Request Agent to a 
Home Agent. If the Home Agent has local memory associated with it on the same chip then the routing to the 
local memory is not visible to the protocol. If the Home Agent uses memory that is provided by a Slave Agent on 
another chip then additional routing information is required. 10 

The protocol provides an HSAM and PSAM: 

• The HSAM is a chip level structure which is used to determine the CCIX Port that is used for a Request
that is sent from HA to SA.

• The PSAM is a CCIX Port level structure which is used to determine which CCIX Link is used for an HA to
SA request.15 

The same Link must not be used for RA to HA requests and HA to SA requests which are traveling in the 
same direction. It is permitted to use two links between the same port-pair, where one link carries all RA to 
HA requests and the other link carries all HA to SA requests. If two links are used between the same port-
pair, AgentID assignment and Link usage must be such that the receiver of a message can determine which 
Link has been used and also enables the correct SAM table to be used to be determined. 20 

Note: This requirement effectively means that on the requesting side, which includes both local agents and 
port-to-port forwarded agents, of the port-pair all RA AgentIDs must be unique from all HA AgentIDs. It also 
means that on the responding side, which includes both local agents and port-to-port forwarded agents, of 
the port-pair all HA AgentIDs must be unique from all SA AgentIDs. 

The restriction a Link must not be used for RA to HA requests and HA to SA requests which are travelling in 25 

the same direction, is an important consideration when determining a legal topology for a system. 

 ID Routed Messages 

Each chip within a system includes a 64 entry ID Map table and each entry within that table gives the routing 
details to reach the appropriate Agent ID. ID routing is independent of agent type and all agents, RA, HA and SA 
with the same Agent ID value must be located on the same chip and Request responses and Snoops to these 30 

Agent IDs use the same route. Snoop responses in a fully connected and tree topologies also take the same 
route. As explained later, Snoop responses in a dimension ordered topology will use a different IDM to retrace 
the same route as Snoop requests but in reverse. 

The IDM Table only determines for each valid Agent ID that is in use, if the agent is local to the chip or the Port / 
Link that is used to reach the next chip on the route to the final agent. For remote agents, on reaching the next 35 

chip, the IDM table for that chip is used to determine the next hop, until eventually the final destination is 
reached. 

An example ID Map table is given in Table 3-34. 
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Table 3-34: Example IDM Table 

Agent ID Valid Local CCIX Port CCIX Link 

0 Y N 1 0 

1 Y Y - - 

2 Y N 2 0 

3 Y N 2 1 

4 Y N 2 3 

5 Y Y - - 

6 N - - - 

7 Y N 3 0 

- - - - - 

63 N - - - 

Unlike the address map, there are no special consideration required for adjacent entries in the ID map. 

An ID routed message path is related to the corresponding Address routed Request. A Response to a Request 
uses ID routing and must follow the same path as the Request but in reverse. A Snoop response to a Snoop 
request must follow the same path as the Snoop in reverse. A Snoop request must also follow the same path in 5 

reverse as a Request to the same address from the Snoop target. The Request-Response paths needs to be the 
same to permit any resource allocation or TxnID remapping done at the intermediate components in the 
Request path to be reversed by the response.  

The Snoop request and Request to the same address must follow the same path in opposite directions to permit 
hazarding of snoops with any CopyBack requests that are traveling to Home. 10 

In some topologies, such as a tree topology where there is only one possible path between two Agents, a single 
IDM table is sufficient. In topologies, such as the multi-dimensional array where multiple routes exist between 
two Agents a second IDM table is required and this is used for Snoop response routing. 

 Broadcast Snoop Routing 

For Broadcast and Broadcast-1 Snoop request messages, a Broadcast Forward Control Vector (see Section 15 

6.2.2.6.2.1.1) is used in combination with the IDM Table to determine how the message should be propagated. 
The BCastFwdCntlVctr Table is indexed using ID of the Home that originally sent the Snoop request. From 
BCastFwdCntlVctr table lookup it can be determined which Port and Link the Snoop needs to be forwarded to. 

 Broadcast Snoop Forwarding 

At any point in the path of a Broadcast Snoop it can be split into multiple snoops. 20 
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The split snoops that are forwarded to another Egress Port must be Broadcast Snoops. 

At any point in the path a Broadcast-1 Snoop can be split into multiple snoops. 

The split snoops that are forwarded to Egress Ports must include only at most one Broadcast-1 Snoop and any 
number of Broadcast Snoops. 

The Broadcast-1 Snoop in the split set must include the same TgtID value as the pre-split Broadcast-1 Snoop. 5 

The point that splits a Broadcast or Broadcast-1 snoop is responsible for collecting and merging all snoop 
responses corresponding to a received Snoop request. 

 TxnID Assignment 

Assigning of TxnID to Memory and Snoop requests must follow the following rules: 

• For Memory requests TxnID must be unique for all outstanding requests from a single source through a10 

single point:

o Intermediate points in the path are permitted to remap TxnID.

o Intermediate points that remap TxnID must guarantee unique TxnID per source for all
requests that pass through that point.

• For Unicast, Broadcast, Broadcast-1 Snoop TxnID must be unique, across all three groups, for all15 

outstanding snoops to a given target pool:

o Permits TxnID in Snoops going to different targets to be the same.

o Permits Snoops generated from a single Request to have the same TxnID.

o Intermediate points in the path are permitted to remap TxnID.

o Intermediate points that remap TxnID must guarantee unique TxnID per source for all20 

Snoops that pass through that point.

A CCIX Port that participates in Port aggregation is permitted to remap TxnIDs. Such a remapping must provide 
the same guarantees as the intermediate points above. In addition, at the merging point on the receiving side of 
the aggregated ports the receiver must ensure TxnID uniqueness property for any message it forwards. 

In Figure 3-31 where aggregated ports are shown, ports on chip 1 can remap TxnID of Requests they send. The 25 

agent on Chip 2 must make all the TxnIDs unique for the Requests it receives from chip 1 over the aggregated 
ports. 
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Chip 1

RA

Chip 2

HA

Aggregated ports

Chip 1

RA

Chip 2

Aggregated ports

Chip 3

HA

Figure 3-31: Aggregated Ports Example 

 Agent ID 

Request Agents, Home Agents, Slave Agents and Error Agents all use six-bit ID fields. The rules for ID assignment 
to each Agent are: 5 

• IDs assigned to each Request Agent must be unique.

• IDs assigned to each Home Agent must be unique.

• IDs assigned to each Slave Agent must be unique.

• IDs assigned to each Error Agent must be unique.

• Different type of agents which are located on the same chip are permitted to use the same ID value.10 

• Same ID must not be assigned to different Agents Types on different chips.

 Target ID Determination 

Target ID determination for a Snoop at HA is determined from ID of RAs that need to be snooped for coherency. 
The determination of agents to snoop can be done using a Snoop Filter or a Directory, the mechanism to 
determine which Request Agents to snoop is IMPLEMENTATION DEFINED. When tracking Request Agents to 15 

snoop, a Home Agent is required to track up to 64 Request Agents.  

Three types of snoop routing are supported: 

• Unicast: Snoop is only sent to the agent specified in the TgtID field of the Snoop.

• Broadcast: Snoop is sent to all the Request Agents.

• Broadcast-1: Snoop is sent to all Request Agents except the one specified in the TgtID field of the Snoop.20 

Broadcast and Broadcast-1 Snoops must be forwarded to only those targets which do not receive the same 
Snoop through other paths. 

 Agent ID assignment Summary 

Table 3-35 summarizes the rules for SrcID and TgtID assignment in different message types. 
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Table 3-35:  SrcID and TgtID Assignment Rules 

Memory request 
SrcID Must be the Agent ID of the original Request Agent. 

TgtID Not precise.  
Must be in the TgtID Pool of the Link the message is sent across. 
Can vary on different Links. 

Memory response 
SrcID Must be the Agent ID of the original Home Agent. 

TgtID Must be the Agent ID of the original Request Agent. 
Same as Memory request SrcID. 

Snoop request 
SrcID Must be the Agent ID of the original Home Agent. 

TgtID Must be precise for Unicast Snoop. 
Must be precise for Broadcast-1 Snoop. Must be one of the agents in the 
TgtID pool. 
For Broadcast Snoop: Can be any agent in the TgtID pool. Can vary on 
different Links. 

Snoop response 
SrcID Must be the Agent ID of the Request Agent that was the Target of the Snoop. 

For Broadcast and Broadcast-1 can be the Agent ID of any Request Agent that 
was in the Target pool of the Snoop.  

TgtID Must be the Agent ID of the original Home Agent. 
Same as the SrcID of the Snoop request. 

Note: CompAck is similar to Snoop response. When CompAck is given by an intermediate point rather than end to end, even then 
the TgtID on each CompAck response must be the HAID and intermediate points must intercept and do not forward the 
CompAck.  

3.14 Memory Expansion 5 

The specification supports the use of this interface to connect a chip that is used for memory expansion. This 
scenario occurs when the Home Agent resides on one chip and the physical memory that the Home Agent is 
responsible for resides on a separate chip. 

The specification defines the term Slave Agent to describe the memory controller. 

For the memory expansion use case, the following applies: 10 

• The coherency Home Agent acts as the Request Agent as defined in the rest of the specification. It issues
Requests and receives Responses.

• The memory controller Slave Agent acts as the Home Agent as defined in the rest of the specification. It
receives Requests and issues Responses.

The transactions permitted between a Home Agent and a Slave Agent are: 15 

• ReadNoSnp, WriteNoSnp

Additionally, the following transactions are permitted and their use is controlled by register bits within DVSEC. 

• Atomic Transactions

• Cache Maintenance Operations.

for 

Eva
luati

on



Hardware Specification for Evaluation Memory Expansion 

Protocol Layer © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 110 of 346 
July 8, 2019 

If the transactions are not permitted to the Slave Agent then the Home Agent must provide the required 
functionality. 

The following mechanisms are provided to control the use of these transactions between Home Agents and 
Slave Agents. 

Each Slave Agent has two capability bits, SAAtomicSupportCap and SACMOSupportCap, to indicate these 5 

transactions are supported. These capability bits are located within the DVSEC Slave Agent Capabilities & Status 
Structure, see Section 6.2.2.9.1. 

SAAtomicSupportCap: 

• 0 = The Slave does not support Atomic transactions.

• 1 = The Slave supports Atomic transactions.10 

SACMOSupportCap: 

• 0 = The Slave does not support CMO transactions.

• 1 = The Slave supports CMO transactions.

Each memory pool has two control bits, MemExpnAtomicSupportCntl and MemExpnCMOSupportCntl , to 
indicate if these transactions are permitted to be used. These control bits are located within the DVSEC "BAT 15 

Control Structure", see Section 6.2.2.4.2. 

MemExpnAtomicSupportCntl: 

• 0 = Atomic transactions are not permitted to this Memory Pool.

• 1 = Atomic transactions are permitted to this Memory Pool.20 

• Default value is 0.

MemExpnCMOSupportCntl: 

• 0 = CMO transactions are not permitted to this Memory Pool.

• 1 = CMO transactions are permitted to this Memory Pool.

• Default value is 0.25 

 Concurrent Memory Expansion 

When the CCIX Link used for memory expansion is also used for other forms of communication the following 
topology restrictions apply: 

• Request Agent to Home Agent Request messages must not share the same CCIX Link, in the same
direction, as Home Agent to Slave Agent Request traffic.30 

• If protocol aware switches are implemented, the same rule must be followed, and Request Agent to
Home Agent Request messages must not share the same Link to the switch, in the same direction, as
Home Agent to Slave Agent Request traffic.

When the Link used for memory expansion is also used for other forms of communication the following ID 
namespace restrictions apply: 35 
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• All agents that use the same ID value, whether they are a Request Agent, a Home Agent, or a Slave
Agent, must reside on the same chip.

This restriction allows chip-to-chip routing to be performed based only on the Agent ID value. 

3.15 Port Aggregation 
The specification supports the use of multiple parallel CCIX Links to communicate between two chips, as shown 5 

in Figure 3-32. This connection style is referred to as Port Aggregation and is typically used where the 
throughput available from a single Port is not sufficient to meet the needs of the communication between the 
two chips. 
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Figure 3-32: A two Chip Topology with Example Internal CCIX Components  10 

When using Port Aggregation, the following rules apply to the routing of transactions through the available 
Ports: 

• Request messages and Snoop messages are routed based on address decode, see later section.

• All Responses must use the same CCIX Port as the associated Request.

• Combining of messages within a single packet is only permitted where they are determined to use the15 

same CCIX Link.

The specification supports the following numbers of aggregated ports: 
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• 2, 4, 8 and 16 CCIX Ports

 Port Aggregation Routing 

The mechanism to determine the routing of transactions to a particular CCIX Port for a single hop aggregation is 
documented along with address decode mechanism in DVSEC spec. Mechanism for Port aggregation over 
multiple hops is Implementation Defined. 5 

The mechanism is intended to: 

• Ensure an even distribution of Non-Device traffic between Ports.

• Allow multiple outstanding ordered transactions to be sent to a single Device address space, without
requiring serialization of the transactions at source.

• Multiple Misc messages to same target must be kept in order by sending them to the same aggregated10 

Port.

3.16 Terminology 
Figure 3-33 illustrates some key concepts and terminology used in this specification. 

15 

Figure 3-33: Key Concepts and Terminology Diagram  

The following descriptions are provided to give an overview of the terminology used in this specification. 
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CCIX Agent: 

• A CCIX Agent is identified within the protocol using an Agent ID value.

• There may be one or more agents per chip.

• Agents can be a Request Agent, Home Agent, Slave Agent or an Error Agent.

• Each Agent uses its own set of Transaction ID values. 5 

for 

Eva
luati

on



Hardware Specification for Evaluation Terminology 

Protocol Layer © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 114 of 346 
July 8, 2019 

Request Agent: 

• The terms “Request Agent” and “Requester” are used interchangeably within this document.

• A Request Agent can request access up to a cache line at an address and can cache a coherent copy of
that line.

• A Request Agent has a single cache state for any cache line that is has allocated. 5 

• A Request Agent is sent a snoop transaction when a cache state change is required for a line that it has
allocated.

• A Request Agent can act as proxy for multiple functions that reside behind it. From a protocol
perspective, this appears as a single Request Agent.

Home Agent: 10 

• The terms “Home Agent” and “Home” are used interchangeably within this document.

• A Home Agent has responsibility for a pre-determined address range.

• A Home Agent manages coherency by sending snoop transactions to the required Request Agents when
a cache state change is required for a cache line.

• A Home Agent can act as proxy for multiple functions that reside behind it. From a protocol perspective,15 

this appears as a single Home Agent.

Slave Agent: 

• See also Memory Expansion in Section 1.2 for definition of Slave Agent.

Error Agent: 

• An agent that collects and handles processing of PER messages from system CCIX components.20 

Transactions are between a Request Agent and a Home Agent and a Home Agent and a Slave Agent. For a 
Broadcast and Broadcast-1 Snoop the transaction is between one Home Agent and multiple Request Agents. 

Each transaction has an Agent TgtID value and an Agent SrcID value, where one is the Receiver of the message 
and the other is the Sender of the message. 

CCIX Port: 25 

• CCIX Port implementation typically has one instance of logic that is used in a serial fashion for the
packets being communicated:

o Message(s) to packet conversion, including packing of multiple messages into single packet,
for outbound packets

o Packet to message(s) conversion, including un-packing of packet into multiple messages, for30 

inbound packets

o Determining the Transport ID, i.e. PCIe Bus Number, for packets being sent.

o Broadcast snoop co-ordination, involving the sending of snoop transactions to the required
on-chip Request Agents and the combining of the associated snoop responses.

• Each CCIX Port communicates with one or more other CCIX Ports on other CCIX devices.35 
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o A Port can only communicate with one Port for each of the other CCIX devices.
Communicating with more than one other CCIX device requires a Transport Switch and the
use of one Link for each other external device.

o When targeting a Protocol Switch, multiple messages can be packed in a single packet
including the case when some messages are targeting agents in the chip of the receiving 5 

Port and other messages are targeting agents’ external to the receiving Port. 

o When targeting a Transport Switch, a different Link must be used for each receiving Port.
Messages targeted at different receiving Ports cannot be combined in a single message.

CCIX Components: 

• CCIX Components are architected building blocks required to define CCIX protocol. CCIX protocol defines10 

the interaction between these Components to achieve data sharing while conforming to memory
consistency requirements.

• Examples of Components – CCIX Agents, CCIX Port, CCIX Link.

Transport Switch: 

• A Transport Switch does not contain a Port, as it does not contain a Link.15 

• A Transport Switch is used to combine and split traffic that is from/to different Ports.

• A Transport switch is transparent to CCIX protocol communication and uses Transport ID based routing,
for example a PCIe Switch with PCIe Target ID (Bus:Device:Function) based routing.

Protocol Switch: 

• Optionally a CCIX device can support Protocol Switch functionality. A Protocol Switch supports internal20 

communication between one Port on a device and another Port in the same device.

• Internal communication between Ports is done using implementation specific Interconnect, with the
only requirement that external interfaces conform to CCIX protocol.

CCIX switch: 

• CCIX switch is a CCIX Device consisting of two or more CCIX Ports where CCIX Port to Port forwarding. A25 

CCIX switch may be embedded in a CCIX Device with Agents. Or it may be a CCIX Device which has no
CCIX Agents.

CCIX Device: 

• A CCIX Device is a physical entity consisting one or more CCIX Components that conform to CCIX
protocol.  A CCIX Device must have at least one Port.30 

• Agent ID is optional for a Device.

3.17 Transaction Flow Examples 
This section illustrates some example transaction flows. 
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 Read Request with End-to-End CompAck 

Figure 3-34 is a Read request with CompAck sent from Request Agent to Home Agent. 
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Figure 3-34:  Read request with CompAck sent from Request Agent to Home Agent 

 Read Request with an Early CompAck 5 

Figure 3-35 is an example of a Read transaction flow the intermediate components in the path of CompData 
between Home agent and Request Agent maintain a hazard logic to detect same address Snoop against a Read 
request. This permits the intermediate points to return a CompAck response to previous stage allowing the 
previous stage in CompData path to release its hazard against a Snoop to the same address. 
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Figure 3-35: Example of a Read Transaction Flow 

 Write Request 

Figure 3-36 is a Write request transaction flow. CHI on-chip flow is included for illustration purposes only and 
can be replaced by any other proprietary on-chip protocol. 5 
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Chapter 4. CCIX Transport Layer 

4.1 Introduction 
The CCIX® Transport layer connects to the physical pins and is the carrier of the packets from one component to 
another. The relationship of the CCIX Transport layer to the upper layers of CCIX is shown in Figure 4-1. Each of 
these layers within the CCIX Transport are divided into two sections: one that processes outbound (to be 5 

transmitted) information and one that processes inbound (received) information. 

CCIX uses packets to communicate information between the CCIX Link Layer and the CCIX Transaction Layer. As 
the transmitted packets flow downstream through the transaction, data link, and physical layers, they are 
extended with additional information necessary to handle packets at those layers. At the receiving side, the 
reverse process occurs and packets are transformed from their Physical Layer representation to the Data Link 10 

Layer representation and finally (for Transaction Layer Packets) to the form that can be processed by the 
Transaction Layer of the receiving device.  
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Figure 4-1: CCIX Layering Diagram 

Figure 4-2: [Figure removed. Caption retained for consistency of numbering.] 
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 CCIX Transaction Layer 

The CCIX specification defines a new transaction layer, referred to as the CCIX Transaction Layer. This 
transaction layer replaces the PCIe® Transaction Layer in one of the PCIe Virtual Channels (VCs) in a multi-VC 
implementation. The CCIX Transaction Layer is a reduced PCIe Transaction Layer where only the following 
posted traffic is supported:  5 

• Optimized TLPs

• PCIe Compatible TLPs

The CCIX Transaction Layer’s primary responsibility is the assembly and disassembly of CCIX Transaction Layer 
Packets (TLPs). 

• On the receive path, the CCIX Transaction Layer checks CCIX TLP Integrity, before forwarding the TLP to10 

the CCIX Link Layer.

• For PCIe Compatible TLPs, the PCIe Transaction Layer checks specified in the PCI Express Base
Specification are applicable.

• For Optimized TLPs, a new set of CCIX Transaction Layer checks are specified.

The CCIX Transaction Layer is also responsible for managing credit-based flow control for CCIX TLPs. On the 15 

receive path, posted flow control credits are returned for CCIX TLPs that pass data integrity checks and are 
forwarded to the Protocol Layer. In the transmit path, a credit gate is implemented to control flow of CCIX TLPs 
based on available posted credits. These posted credits are defined on a link-wide basis.  for 
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 PCIe Transaction Layer 

The CCIX specification does not modify the PCIe Transaction Layer. 

The upper layer of the architecture is the Transaction Layer. The Transaction Layer’s primary responsibility is the 
assembly and disassembly of Transaction Layer Packets (TLPs). TLPs are used to communicate transactions (e.g., 
read, write), as well as certain types of events. The Transaction Layer is also responsible for managing credit-5 

based flow control for TLPs.  

 PCIe Data Link Layer 

The CCIX specification does not modify the PCIe Data Link Layer and utilizes it as is. 

The PCIe Data Link Layer serves as an intermediate stage between the PCIe and the CCIX Transaction and the 
CCIX Physical Layers.   10 

The primary responsibilities of the Data Link Layer include Link management and data integrity, including error 
detection and error correction. 

 CCIX Physical Layer 

The CCIX Physical Layer includes all circuitry for interface operation, including driver and input buffers, parallel-
to-serial and serial-to-parallel conversion, framing and deframing, PLL(s), and impedance matching circuitry. It 15 

also includes logical functions related to interface initialization and maintenance.   

The CCIX Physical Layer exchanges packet information with the PCIe Data Link Layer in an implementation-
specific format. This layer is responsible for converting packet information received from the PCIe Data Link 
Layer into an appropriate serialized format and transmitting it across the CCIX Link at a data rate and the PCIe 
width compatible with the device connected to the other side of the Link. In the receive direction, the CCIX 20 

Physical Layer converts serial stream received from the CCIX link partner into packet information for the PCIe 
Data Link Layer. 

The CCIX Physical layer defines two PHY types. A CCIX component is required to support only one of the two PHY 
types. 

• PCIe 16.0 GT/s capable PHY: This PHY type is compliant with all the requirements in the Physical Layer25 

logical block chapter (Chapter 4) and the Electrical sub-block chapter (Chapter 8) of the PCI Express Base
Specification (see Reference Documents).

• Extended Data Rate (EDR): This PHY type supports all the requirements of PCI Express Base Specification,
with 16.0 GT/s capability, and extends the supported data rates to 20.0 GT/s and 25.0 GT/s. See Section
4.4.2.2 for more information.30 
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4.2 Transaction Layer 

 CCIX Transaction Layer Architecture 

The CCIX Transaction Layer shall contain at least one PCIe Virtual Channel (VC), used to exchange PCIe TLPs. This 
must include VC0. 

The CCIX Transaction Layer also contains one CCIX Virtual Channel (CCIX VC), used to exchange CCIX TLPs. This 5 

cannot be VC0. 

• The TC to VC map mechanism is used to steer TLPs to VCs.

• The Traffic Class (TC) label on received TLPs is used to steer traffic to various VCs.

The CCIX VC carries only CCIX TLP formats which are either: 

• Vendor-Defined Type 1 Message TLPs, called CCIX Compatibility TLPs in this specification10 

• Optimized TLPs.

The PCIe compatibility format for CCIX TLPs is a Vendor-Defined Type1 Message TLP, allowing CCIX TLPs to be 
forwarded by PCIe compliant (i.e. CCIX unaware) Switches that implement a minimum of two VCs.  

Optimized TLPs cannot be used if a CCIX unaware Switch is present on the Link. 

CCIX is not supported in any hierarchy containing a PCIe to PCI/PCI-X Bridge. 15 

CCIX operation is not impacted by the presence of retimers on the links in the hierarchy. 

TC association for the CCIX VC is under the control of the system software. 

System software is not permitted to write register fields to change the configuration of, or the behavior of, the 
CCIX datapath when it is enabled to transmit or receive CCIX traffic. Examples of bits that enable elements of the 
CCIX datapath are VCResourceControl.VCEnable when Set, and ESMControl.ESMEnable when Set. 20 
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Figure 4-3: CCIX Transaction Layer Architecture 

 Transaction Layer Protocol - Packet Definition 

CCIX Transaction Layer shall follow all requirements in the PCI Express Base Specification for the PCIe 
Transaction Layer (unless otherwise specified). 5 

 CCIX Transaction Layer Packets 

The CCIX Transaction Layer must support reception and transmission of PCIe Compatible TLPs. 

The CCIX Transaction Layer may optionally support reception and transmission of Optimized TLPs. 

PCIe Compatible TLP Format 

The PCIe Compatible TLP uses the Vendor-Defined Type 1 Message TLP using MsgD format, specified in the PCI 10 

Express Base Specification, Section 2.2.8.6 (see Reference Documents). These TLPs belong to the Posted credit 
category. 
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Figure 4-4 shows the PCIe Compatible TLP. 

Beyond the rules stated in that specification, the following rules apply to the formation of PCIe Compatible TLPs: 

The Message Routing field must be set to 010b – Routed by ID. 

• Vendor ID field for all CCIX TLPs is equal to the CCIX Consortium ID (CCID).5 

o Receivers are required to check this value before further processing a CCIX TLP.

• PCIe Compatible TLPs have a total length greater than 4 DW. Therefore, the TLP Fmt field is 011b
(MsgD). Length [9:0] is the total number of DWs in the Vendor Defined Message payload.

o All TLPs must have Length [9:0] in the range 01h <= Length [9:0] <= 7Fh.

o When TransactionLayerControl.OptionalLengthCheckEnable is Set, the receiver is permitted10 

to optionally check Length [9:0] to be less than or equal the lesser of [(Device Control
register Max_Payload_Size / 4) - 1] or 127. If a Receiver determines that a TLP violates this
rule, the TLP is a Malformed TLP, and the error is reported by the Receiving Port.

• Fields in DW0, DW1, and DW2, without a label are defined in the PCI Express Base Specification (see
Reference Documents).15 

• Bytes in TLP Header DW3 and in the data payload are specified in Chapter 3.
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Figure 4-4: PCIe Compatible TLP format 

Optimized TLP Format 

The Optimized TLP format is an optional feature meant to be used on CCIX links that advertise support for it 
(e.g., “Direct Attached” CCIX links); see Section 4.4.2.3 for more information. The Optimized TLP format is not 
compatible with the PCI Express Base Specification. 5 

Figure 4-5 shows the Optimized TLP. 

The following rules apply to the formation of Optimized TLPs: 

• An optimized TLP data must be 4-byte naturally aligned and in increments of 4-byte DWs.

• An optimized TLP is composed of a 1 DW TLP Header section followed by a TLP Payload section that can
contain up to 127 DWs.10 

• Bit 7 of byte 0, is always 0b.

• As indicated in Table 4-1, the 1-bit Type [0] field indicates the CCIX Hardware Specification revision.

Table 4-1: Type [0] Field Values 

Type [0] Optimized TLP Format 

0b CCIX Hardware Specification, Revision 1.0 

1b Reserved 

• TC [2:0] – Traffic Class bits [6:4] of byte 1.

o Transactions with a TC that is not mapped to any enabled VC in an Ingress Port are treated15 

as Malformed TLPs by the receiving device.

o For a Root Port, transactions with a TC that is not mapped to any enabled VC in the target
RCRB are treated as Malformed TLPs.

o For multi-function devices with an MFVC Capability structure, transactions with a TC that is
not mapped to any enabled VC in the MFVC capability structure are treated as Malformed20 

TLPs.

• Length [6:0] – Number of DWs in the TLP Payload section.

o All TLPs must have Length [6:0] in the range 02h <= Length [6:0] <= 7Fh.

o When TransactionLayerControl.OptionalLengthCheckEnable is Set the receiver is permitted
to optionally check Length [6:0] to be less than or equal to the lesser value of [(Device25 

Control register Max_Payload_Size / 4) - 1] or 127. If a Receiver determines that a TLP
violates this rule, the TLP is a Malformed TLP, and the error is reported by the Receiving
Port.

In the Optimized TLP Header (DW0), all remaining bit locations are available for use by the CCIX protocol and are 
specified in Chapter 3. For an Optimized TLP, the CCIX Transaction Layer logic inspects Bit 7 of byte 0, and the 30 

Type [0], TC [2:0], and Length [6:0] fields within DW0 only. 
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In Optimized TLPs, bit locations in all DWs other than DW0 are available for use by CCIX protocol and are 
specified in Chapter 3.  

All Optimized TLPs consume 1 Header Credit and Data Credits at the rate of (Length [6:0] - 2h) DW. Therefore, a 
TLP of Size = 3 (Length[6:0] = 000 0010b) shall consume 1 Header and 0 Data credits, while a TLP of Size = 4 
(Length[6:0] = 000 0011b) shall consume 1 Header and 1 Data credits. The unit of Flow Control credit is 4 DW for 5 

Payload Data. 

The bytes in TLP Header DW0 and in the data payload are specified in Chapter 3. 

Figure 4-5: Optimized TLP Format 10 

 Support for Multiple Protocol Messages in one CCIX TLP 

CCIX enables minimizing overhead for transport of protocol messages by allowing packing of two or more 
protocol messages in one TLP.  

Packing of the protocol messages is only supported when all protocol messages have a common CCIX link. 

To the CCIX Transaction Layer, the packed messages still look like a single TLP with payload. Information for 15 

multiple protocol messages is encoded/decoded inside the CCIX Link layer, and is transparent to the Transaction 
Layer. 

 Use of PCIe Compatible or Optimized TLP formats 

All devices are required to support the PCIe Compatible TLP format for the CCIX VC. A CCIX device shall advertise 
if it supports the optional Optimized TLP Format feature, by setting the 20 

TransportDVSEC.TransactionLayerCapability.OptimizedTLPFormatSupported bit, shown in Table 6-67.  If the 
OptimizedTLPFormatSupported bit is Clear, then CCIX VC is only capable of transmitting and receiving PCIe 
Compliant CCIX Compatibility TLPs. 

Optimized TLPs may be exchanged on the CCIX VC only if both link partners support the optional Optimized TLP 
Format feature. To enable the Optimized TLP format on a CCIX link, the 25 

TransportDVSEC.TransactionLayerControl.OptimizedTLPGenerationReceptionEnable bit, shown in Table 6-68 
must be Set on both link partners before software Sets the VC Enable bit in the CCIX VC, VC Resource Control 
register, see the PCI Express Base Specification, Section 7.15.7 (see Reference Documents). 

Ty
pe TC

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

+0 +1 +2 +3

Byte   0 >

Byte   4 >

Byte 4+n*4 > Payload Data[n]

Length0

Payload Data

for 

Eva
luati

on



Hardware Specification for Evaluation Transaction Layer 

CCIX Transport Layer © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 127 of 346 
July 8, 2019 

A CCIX device operates in one of two modes: a) PCIe Compatible TLP format enabled, or b) Optimized TLP format 
enabled. 

CCIX support is discovered and enabled through reporting and control registers described in Chapter 6. 

For cases when CCIX devices are connected without a dedicated CCIX VC, CCIX traffic is not permitted to be 
enabled. 5 

For cases when CCIX devices are connected with a dedicated CCIX VC through CCIX unaware Switches, the CCIX 
Compatibility TLP format must be selected for carrying CCIX TLPs on the CCIX VC. Behavior is undefined if a CCIX 
device is connected through a CCIX unaware Switch and Optimized TLPs are used. 

For the cases when CCIX devices are connected with a dedicated CCIX VC without any intervening CCIX unaware 
Switches, Optimized TLP or PCIe Compatible TLP formats may be selected for carrying CCIX TLPs. In normal 10 

operation, only one of these formats is permitted to be used.   

Message traffic, regardless of format (Optimized or PCIe Compatible), is excluded from the non-D0 TLP gating 
requirements in the PCI Express Base Specification, Sections 5.3.1.2 D1 State, 5.3.1.3 D2 State, and 5.3.1.4.1 
D3hot State (see Reference Documents).  

 CCIX Virtual Channel 15 

Under normal operating conditions, the CCIX VC will only transmit and receive CCIX TLPs. All CCIX TLPs utilize the 
Posted Credit category. The CCIX VC implements a single First in First out (FIFO) Queue for CCIX TLPs. 

The CCIX VC shall advertise non-infinite Posted Flow Control Credit values. These Credit values determine the 
size of FIFO for the CCIX TLP Queue in the implementation. 

The CCIX VC shall advertise non-infinite Non-Posted Flow Control Credit values. Non-Posted TLPs are not 20 

anticipated on the CCIX VC, but some resources are needed in the event they are received and must be 
processed.  

The CCIX VC shall advertise infinite Completion Header and Data Credits. The CCIX VC shall not transmit Flow 
Control Update DLLPs for Completion credits. 

The CCIX VC shall follow all requirements in the PCI Express Base Specification for Posted Credit Handling by a 25 

Virtual Channel. 

The CCIX VC shall follow all requirements in the PCI Express Base Specification for Non-Posted Credit Handling by 
a Virtual Channel. 

The CCIX VC shall silently drop any received Flow Control Update DLLPs for Completion credits. 
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 Handling of Received TLPs 

TC[2:0] Based Check

PCIe VC
Processing

To PCIe VCs

CCIX  VC
Processing

To CCIX VCs

Process TLP per 
PCI Express Base 

Specification

From
Data Link Layer

Process
Optimized TLP, 

Reject 
PCIe Compatible TLP

CCIX TL 
DVSEC.TransactionLayerContro
l.OptimizedTLPGenerationRece

ptionRoutingEnable
== 1b?

Yes

Process
PCIe Compatible TLP, 

Reject
Optimized TLP

No

Figure 4-6: CCIX Transaction Layer Received TLP Processing Flow 

Figure 4-6 shows the overall CCIX Transaction Layer received TLP processing flow. CCIX Transaction Layer 
behavior is controlled by he TransactionLayerControl.OptimizedTLPGenerationReceptionRoutingEnable bit in 5 

Table 6-68.  

• When Set:

o The Transmitter generates CCIX TLPs in the Optimized TLP format, Switches in the path and
Receivers accept Optimized TLPs.

o All Receivers reject a PCIe Compatible TLP as a Malformed TLP.10 

• When Clear:

o The Transmitter generates CCIX TLPs in the PCIe Compatible TLP format, Switches in the
path and Receivers accept PCIe Compatible TLPs.

o All Receivers reject an Optimized TLP as a Malformed TLP.

System Software (SSW) must program the 15 

TransactionLayerControl.OptimizedTLPGenerationReceptionRoutingEnable bit before CCIX traffic starts flowing 
and must not change value after it does. Behavior is undefined if the value of the 
OptimizedTLPGenerationReceptionRoutingEnable bit changes while CCIX traffic is flowing.  

Figure 4-7 shows the steps in the processing of the Received CCIX TLPs. 
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These requirements are in addition to the standard processing flow for received TLPs, see the PCI Express Base 
Specification, Section 2.3, Handling of Received TLPs (see Reference Documents), and should be performed after 
the TLP checks specified in that section. Figure 4-7 is only for PCIe Compatible TLPs.   

Figure 4-7: PCIe Compatible TLP Processing Flow 5 

The CCIX TLP checks include TLP Format, TLP Type, TLP Length, TLP Message Code, TLP Message Routing field, 
and the Vendor ID field as shown in Figure 4-7. Only a valid CCIX TLP shall be forwarded to the CCIX VC storage. 

If a TLP with a Prefix or undefined Format field is steered to a CCIX VC, it will be discarded as an “Invalid CCIX 
TLP”, the port will log a Malformed TLP error and no flow control credit will be returned.  
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Other non-CCIX TLPs that are steered to a CCIX VC will be discarded (before they enter VC storage). An error will 
be logged and credit will be returned.  Posted header and data credits shall be returned for all misdirected 
Posted TLPs, Non-Posted header and data credits shall be returned for all misdirected Non-Posted TLPs, and 
Completion header and data credits shall be returned for all misdirected Completion TLPs, if the component 
previously advertised non-infinite credits only. Since the CCIX VC advertises infinite Completion credits, these 5 

types of TLPs will not update credits. Type 1 Vendor Defined Messages on the CCIX VC that are not CCIX PCIe 
Compatible TLPs are permitted to be optionally logged as an error. The determination of whether to log or not is 
done by implementation specific means.  

Figure 4-8 shows the processing flow for received Optimized TLPs. These requirements are in addition to the 
appropriate standard processing flow for received TLPs.  See the PCI Express Base Specification, Section 2.3, 10 

Handling of Received TLPs (see Reference Documents) and should be performed after the TLP checks specified in 
that section. 

CCIX Optimized TLP Processing

Bit 7 of Byte0 == 0b

Process
Optimized TLP 

Yes

Perform
TLP 

Checks

Process
Malformed  TLP 

No

Type[0] == 0b

Yes

 Process UR 
(recommended) or

Malformed  TLP 

No

Figure 4-8: Optimized TLP Processing Flow 

Optimized TLP checks include Bit 7 of Byte 0, Type [0] state (as shown in Figure 4-8) and optionally, valid 15 

Length[6:0] with the corresponding data payload. Bit 7 of Byte 0 must be zero. Receiving an Optimized TLP with 
a non-zero value for Bit 7 of Byte 0 is reported as a Malformed TLP. The Type bit must be zero. Receiving an 
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Optimized TLP with a non-zero value for the Type bit is reported as a UR error (recommended) or a Malformed 
error (permitted). Only a valid Optimized TLP shall be forwarded to the CCIX VC storage. 

 Transaction Ordering Rules 

The CCIX Transaction Layer shall follow all applicable requirements in the PCI Express Base Specification for 
Transaction Ordering rules. 5 

Under normal operating conditions, the CCIX VC will only transmit and receive either PCIe Compatible TLPs or 
Optimized TLPs. These TLPs utilize the Posted Credit category. 

On a CCIX VC, a Posted Request is not allowed to pass another Posted Request. All other ordering scenarios 
involving Non-Posted Requests or Completions are not expected to be handled by a CCIX VC. 

 Virtual Channel (VC) Mechanism 10 

The CCIX Transaction Layer shall follow all the requirements in the PCI Express Base Specification for Virtual 
Channel Mechanism. 

The VC Mechanism makes no distinction between a PCIe VC and a CCIX VC. 

The CCIX VC is configured via the PCIe VC Resource Control Register associated with the VC Resource Capability 
register that is identified by the TransactionLayerCapabilities.CCIXVCResourceCapabilityIndex field.  15 

It is required that a unique non-zero Traffic Class (TC) is mapped to the CCIX VC, and that CCIX TLPs receive 
differentiated QoS with respect to PCIe TLPs by use of this unique TC throughout the PCIe hierarchy of 
connected components as described in the Implementation Note “TC-VC Map in a PCIe Interconnect Hierarchy 
with PCIe and CCIX Devices”. 

 IMPLEMENTATION NOTE 
VC Arbitration – Arbitration between VCs 20 

Strict Priority for CCIX VC: Software may configure the supported VCs into two priority groups. The lower priority 
group may contain all non CCIX VCs, while the upper priority group contains just the CCIX VC (highest VC ID), 
enabling minimal latency for CCIX transactions. There is however a potential danger of bandwidth starvation 
with such a strict priority scheme. 

It is therefore recommended that CCIX implementations set (Extended VC Count == Low Priority Extended VC 25 

Count) in the VC Extended Capability, Port VC Capability Register 1, so that all VCs (including the CCIX VC) are 
governed by the VC arbitration schemes indicated by the VC Arbitration Capability field. The VC Arbitration 
Capability may support additional arbitration discipline that on average allows achievement of strict priority, 
while at the same time, allows starvation free operation for lower priority traffic. The choice of arbitration 
scheme supported is an implementation choice. 30 

Please refer to the PCI Express Base Specification, Section 6.3.3 (see Reference Documents) for more 
information regarding VC Arbitration. 
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 IMPLEMENTATION NOTE 
TC-VC Map in a PCIe Interconnect Hierarchy with PCIe and CCIX Devices 

In a PCIe hierarchy containing both PCIe and CCIX Devices, CCIX traffic must receive differentiated QoS vs. PCIe 
traffic, and not have any ordering dependencies with PCIe traffic through the PCIe hierarchy. This can be 
achieved by associating CCIX traffic to a unique TC that is carried on its own VC resource, which is not shared 
with other TCs throughout the path between the CPU and the CCIX device. Figure 4-9 shows an example of a 5 

possible TC to VC mapping.  
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Figure 4-9: Possible TC to VC Mapping 

 Transaction Layer Flow Control 

The CCIX Transaction Layer shall follow all the requirements in the PCI Express Base Specification for Flow 10 

Control with exceptions that apply only to the CCIX VC behavior.  

The CCIX VC shall initially advertise infinite Completion Credits, and shall not transmit Completion Flow Control 
Credit Updates. 

 Data Integrity 

The CCIX Transaction Layer shall follow all the requirements in the PCI Express Base Specification for Data 15 

Poisoning mechanisms. PCIe Data Poisoning is not supported for the Optimized TLP format. 
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If supported, the CCIX Transaction Layer shall follow all the requirements in the PCI Express Base Specification 
for End-to-End CRC (ECRC) based Data Integrity mechanisms. ECRC is not supported for the Optimized TLP 
format. 

Refer to Section 6.2.10, Downstream Port Containment, PCI Express Base Specification, for DPC considerations 
(see Reference Documents). 5 

 Completion Timeout Mechanism 

The CCIX Transaction Layer shall follow all the requirements in the PCI Express Base Specification for Completion 
Timeout, with an exception that they apply only to the CCIX VC behavior. 

The CCIX VC exchanges only CCIX TLPs that use the Posted Credit category. Hence, Completion Timeout 
requirements shall not be applicable to the CCIX VC. 10 

 Link Status Dependencies 

The CCIX Transaction Layer shall follow all the requirements in the PCI Express Base Specification for Link Status 
Dependencies. 

4.3 CCIX Data Link Layer 

 REPLAY_TIMER Limits for 20.0 GT/s and 25.0 GT/s 15 

Implementations that support 20.0 GT/s or 25.0 GT/s must use the Simplified REPLAY_TIMER Limits specified in 
the PCI Express Base Specification, Section 3.6.2.1, (see Reference Documents) for operation at all data rates. 

 AckNak_LATENCY_TIMER Limits for 20.0 GT/s and 25.0 GT/s 

Implementations that support 20.0 GT/s or 25.0 GT/s must use the AckNak_LATENCY_TIMER Limits specified in 
the PCI Express Base Specification, Table 3-10 (see Reference Documents) when operating at 20.0 GT/s or 25.0 20 

GT/s data rates. 

4.4 CCIX Physical Layer Logical Block  

 Introduction 

The Physical Layer isolates the Transaction Layer and Data Link Layers from the signaling technology used for 
Link data interchange. The Physical Layer is divided into the logical and electrical sub-blocks. CCIX Transport 25 

Specification extends both logical and electrical sub-blocks as specified in the PCI Express Base Specification (see 
Reference Documents). This chapter specifies the CCIX logical sub-block requirements, while Chapter 5 contains 
the CCIX electrical sub-block requirements. 

for 

Eva
luati

on



Hardware Specification for Evaluation CCIX Physical Layer Logical Block 

CCIX Transport Layer © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 134 of 346 
July 8, 2019 

 CCIX Logical Sub-block 

CCIX Physical Layer optionally extends the PCIe Physical Layer, adding 20.0 GT/s and 25.0 GT/s data rates. CCIX 
devices that optionally support Extended Data Rates must support both 20.0 GT/s and 25.0 GT/s date rates of 
operation in addition to all required data rates supported by a 16.0 GT/s capable PCI Express Base Specification 
compliant device. 5 

 CCIX Extended Speed Mode (ESM) 

A CCIX device optionally supports Extended Data Rates. A CCIX device that supports Extended Data Rates enters 
ESM when it is instructed to transition to one of the extended data rates via the ESMControl.ESMEnable bit 
transitioning from 0b to 1b, when operating at 2.5 GT/s or 5.0 GT/s. Once entered, ESM rules redefine the data 
rate for the 8.0 GT/s and/or 16.0 GT/s speeds, to ESM Data Rate0 and ESM Data Rate1 respectively.  10 

A CCIX port must exit ESM following fundamental reset, link down reset, or hot reset event and return to PCIe 
mode. Function Level Reset (FLR) does not affect ESM. D3hot to D0 transition events do not affect ESM.  

 CCIX PHY Types 

A CCIX device must support one of two PHY Types: PCIe 16.0 GT/s capable or Extended Data Rate (EDR). Table 
4-2 shows the Data Rates and Operating Modes that must be supported for each PHY Type.15 

PCIe 16.0 GT/s capable PHY: 

• A PCIe 16.0 GT/s capable PHY must be compliant with the PCI Express Base Specification and support
16.0 GT/s operation.

• Figure 4-10 shows data rate transitions supported by a PCIe 16.0 GT/s capable PHY.

Components implementing the PCIe 16.0 GT/s capable PHY must hardwire the 20 

CCIXTransportCapabilities.ESMModeSupported bit in CCIX Transport Capabilities register to 0b. 
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Post Equalization Transitions

Figure 4-10: PCIe 16.0 GT/s Capable PHY 

EDR: 

• EDR PHY Type must support the capabilities of a PCIe 16.0 GT/s capable PHY as well as supporting the
20.0 GT/s and 25.0 GT/s data rates.5 

• The Initial Link-Up Phase is compliant with the PCI Express Base Specification, followed by the ESM
Phase.

• In the Initial Link-Up Phase, the link transitions to 16.0 GT/s speed, followed by Flow Control
Initialization (DLCSM in DL Active).

• The ESM Phase that follows continues to use the PCIe Link Training and Status State Machine (LTSSM)10 

states for Data Rate transitions to 20.0 GT/s or 25.0 GT/s, as well as other important functions (such as
lane-lane de-skew at new data rate(s) etc.).

• Figure 4-11 shows data rate transitions during ESM PHY operation. Transitions between PCIe and ESM
Modes only occur when operating at 2.5 GT/s or 5.0 GT/s data rates.

• A new software-based method is defined in the ESM Phase to select and change ESM Data Rates.15 

• Components implementing the EDR PHY Type must hardwire the
CCIXTransportCapabilities.ESMModeSupported bit to 1b (see Table 6-61).
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Figure 4-11: Extended Data Rate PHY 

Table 4-2: CCIX PHY Types & Operating Modes 

PHY 

Type 

PCIe Mode ESM Mode 

PCIe 16.0 GT/s capable 2.5 GT/s Not Applicable 

5.0 GT/s Not Applicable 

8.0 GT/s Not Applicable 

16.0 GT/s Not Applicable 

Extended Data Rate 
(EDR) 

2.5 GT/s 2.5 GT/s 

5.0 GT/s 5.0 GT/s 

8.0 GT/s ESM Data Rate0 

16.0 GT/s ESM Data Rate1 
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 ESM Operation 

The steps involved in ESM operation are described below. Refer to Figure 6-78, Figure 6-79, Figure 6-80, Figure 
6-81, and Figure 6-82; the corresponding definitions in Table 6-62, Table 6-63, Table 6-64, and Table 6-65,
respectively.

Step 1 - PCIe Compliant Phase 5 

a The Physical Link is fully compliant to the PCI Express Base Specification. 

b Initial transition to LTSSM L0 state. 

c Link-Up to DL_Active state and Flow Control Initialization is complete. 

Step 2 - Software-based discovery and PHY Calibration in L1 state. 

a System Software (SSW) probes configuration space to determine whether the CCIX Transport DVSEC 10 

capability (Section 6.3) is present and the ESM Mode Supported bit is Set in both the Downstream Port 
(DSP) and the Upstream Port (USP). When these conditions are met in both USP and DSP ports, SSW 
uses LinkControl2.TargetLinkSpeed in the DSP to transition the link to 2.5 GT/s data rate. If either DSP or 
USP does not support the CCIX Transport DVSEC or ESM Mode, then an ESM transition must not be 
initiated, and remaining steps are not taken. 15 

b SSW determines the Link Reach Target, Short Reach (SR) or Long Reach (LR), according to the 
CCIXTransportCapabilities.ESMPHYReachLengthCapability bit on both USP and DSP, as well as platform-
specific channel capability (whether SR or LR compliant), and sets the LinkReachTarget bit, for SR or LR 
accordingly, on both the USP and the DSP. 

c SSW reads ESMControl.LinkReachTarget (SSW must configure this bit before entering ESM Operation) 20 

on both the DSP and the USP. If LinkReachTarget is 0b (Short Reach) on both DSP and USP, SSW Clears 
ESMControl.ESMExtendedEqualizationPhase2Timeout and 
ESMControl.ESMExtendedEqualizationPhase3Timeout on both the USP and the DSP. If LinkReachTarget 
is 1b (Long Reach) on either the DSP or the USP, SSW reads the USP’s 
ESMControl.ESMExtendedEqualizationPhase2Timeout value and writes the corresponding value into the 25 

DSP’s ESMControl.ESMExtendedEqualizationPhase2Timeout field. SSW then reads the DSP’s 
ESMControl.ESMExtendedEqualizationPhase3Timeout value and writes the corresponding value to the 
USP’s ESMControl.ESMExtendedEqualizationPhase3Timeout field.  

d SSW reads the Supported bits in the ESMMandatoryDataRateCapabilities and 
ESMOptionalDataRateCapabilities registers in DSP and USP, and determines the appropriate data rates 30 

to be programmed into the ESMControl.ESMDataRate fields. The actual data rate(s) selection algorithm 
is platform specific.   

e SSW sets the selected data rates in the ESMControl.ESMDataRate fields. When setting the ESMDataRate 
fields, the rules specified in Section 6.2.2.5  must be followed. Changing the values of either 
ESMDataRate0 or ESMDataRate1 from their previous values (including from No Speed) must force an 35 

entry into the Equalization states in Step 3 below. 
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f SSW reads the CCIXTransportCapabilities.ESMCalibrationTime values on the DSP and the USP. SSW then 
selects the maximum of the two capability values as the upper limit for time spent in the calibration 
step. 

g SSW reads and stores for later restoration, the values the PCI-PM L1.1 Enable, PCI-PM L1.2 Enable, 
ASPM L1.1 Enable, ASPM L1.2 Enable bits in the L1 PM Substates Control 1 register, and the Enable Clock 5 

Power Management bit of the Link Control register, then clears those bits. 

h SSW initiates the calibration step by Setting the ESMControl.ESMPerformCalibration bit on the DSP and 
the USP.  

i SSW then drives the link to the L1 Low Power State, using the PCIe software-managed Power 
Management (PCI Express Base Specification, Section 5.6.2) (PPM) mechanism. 10 

i. A transition to the L1 state may be optionally used to calibrate the PHY logic for the data
rates programmed into ESMDataRate0 and ESMDataRate1.

ii. PHY calibration activities include, but are not limited to, PLL spin-up and stabilization, PLL
reprogramming and reset, transmit lane-lane de-skew etc.

iii. Device hardware performs calibration and Sets the ESMStatus.ESMCalibrationComplete bit15 

when calibration is complete.

j. SSW drives an exit from the L1 Low Power State using the PPM mechanism, after the timeout specified
by ESMCalibrationTime (Step (f) above) has expired.

k. On exit from L1 state, SSW must check that the ESMStatus.ESMCalibrationComplete bit is Set on both
the DSP and USP, to ensure that the ESM calibration step is complete. If the ESMCalibrationComplete bit20 

is Clear on either the USP or the DSP, SSW does not execute the rest of the ESM transition, an error is
logged by SSW in an implementation-specific manner, and the physical layer remains in PCIe mode at
the 2.5 GT/s data rate.

l. SSW restores the bits that were cleared in step 2g.

25 

30 

35 

m. SSW Sets the ESMControl.ESMEnable bit on both the DSP and the USP. LTSSM variables related to the
8.0 GT/s and 16.0 GT/s Data Rate Identifiers must be remapped for ESM Data Rate0 and ESM Data
Rate1, respectively. Equalization status bits are reset at this point. See Section 4.4.2.3.1 for more details.

n. If Link-Up is Set after a Hot Reset event on the link, SSW may optionally set the
ESMControl.QuickEqualizationTimeoutSelect field on both the DSP and the USP. Before setting the
ESMControl.QuickEqualizationTimeoutSelect field, SSW must first read the
CCIXTransportCapabilities.ESMQuickEqualizationTimeout field on both the USP and DSP, and select the
greater of the two encoded values. SSW will then program that value into the
ESMControl.QuickEqualizationTimeoutSelect field on both the USP and the DSP. See the
ESMControl.QuickEqualizationTimeoutSelect field description and the Implementation Note “ESM
Control Register Quick Equalization Timeout Select Field” that follows. Implementations are permitted to
use the Quick Equalization mechanism to redo equalization due to correctable errors detected on the
link or for other reasons. Use of the Quick Equalization mechanism is prohibited for Link-Up after a Cold
Reset, Warm Reset, Link Disable and Link Down Reset events.
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Step 3 - Link transition to selected ESM Data Rates 

a SSW sets LinkControl2.TargetLinkSpeed to 0100b (Supported Link Speeds Vector bit 3), on the DSP, and 
sets LinkControl.LinkRetrain on the DSP. 

b At this point, a Data Rate change occurs based on PCIe LTSSM. 

c The following LTSSM states have been modified. These changes are applicable to Data Rate transitions 5 

beyond those specified in the PCI Express Base Specification. 

i. Recovery.Speed LTSSM State (PCI Express Base Specification):

i. The Transmitter enters Electrical Idle and stays there until the Receiver Lanes have entered
Electrical Idle, and then additionally remains there for at least 800 ns on a successful speed
negotiation (i.e., successful_speed_negotiation = 1b) or at least 6 µs on an unsuccessful speed10 

negotiation (i.e., successful_speed_negotiation = 0b), but stays there no longer than an
additional 2 ms.

ii. Recovery.Equalization (PCI Express Base Specification)

i. Downstream Lanes, Phase 2 of Transmitter Equalization (PCI Express Base Specification, Section
4.2.6.4.2.1.2, change the final ‘Else’ clause from ‘Else, next state is Recovery.Speed after a 3215 

ms timeout with a tolerance of -0 ms and +4 ms.’ to ‘Else if the current data rate is greater
than 16.0 GT/s, next state is Recovery.Speed, after a timeout, as indicated by
ESMControl.ESMEqualizationPhase2Timeout, else next state is Recovery.Speed after a 32 ms
timeout with a tolerance of -0 ms and +4 ms.’

ii. Downstream Lanes, Phase 3 of Transmitter Equalization (PCI Express Base Specification,20 

Section 4.2.6.4.2.1.3, change the last ‘Else’ clause from ‘Else, next state is Recovery.Speed after
a 24 ms timeout with a tolerance of -0 ms and +2 ms.’ to ‘Else if the current data rate is greater
than 16.0 GT/s, next state is Recovery.Speed, after a timeout, as indicated by
ESMControl.ESMEqualizationPhase3Timeout, else next state is Recovery.Speed after a 24 ms
timeout with a tolerance of -0 ms and +2 ms.’25 

iii. Upstream Lanes, Phase 2 of Transmitter Equalization (PCI Express Base Specification, Section
4.2.6.4.2.2.3, change the last ‘Else’ clause from ‘Else, next state is Recovery.Speed after a 24
ms timeout with a tolerance of -0 ms and +2 ms.’ to ‘Else if the current data rate is greater
than 16.0 GT/s, next state is Recovery.Speed, after a timeout, as indicated by
ESMControl.ESMEqualizationPhase2Timeout, else next state is Recovery.Speed after a 24 ms30 

timeout with a tolerance of -0 ms and +2 ms.’

iv. Upstream Lanes, Phase 3 of Transmitter Equalization (PCI Express Base Specification, Section
4.2.6.4.2.2.4, change the final ‘Else’ clause from ‘Else, next state is Recovery.Speed after a 32
ms timeout with a tolerance of -0 ms and +4 ms.’ to ‘Else if the current data rate is greater
than 16.0 GT/s, next state is Recovery.Speed, after a timeout, as indicated by35 

ESMControl.ESMEqualizationPhase3Timeout, else next state is Recovery.Speed after a 32 ms
timeout with a tolerance of -0 ms and +4 ms.’

for 

Eva
luati

on



Hardware Specification for Evaluation CCIX Physical Layer Logical Block 

CCIX Transport Layer © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 140 of 346 
July 8, 2019 

d When the data rate programmed in ESMControl.ESMDataRate1 is achieved, and when Link-Up is 
achieved after a Hot Reset event and SSW has previously programmed the 
ESMControl.QuickEqualizationTimeoutSelect field to a value greater than 000b, then SSW must clear the 
ESMControl.QuickEqualizationTimeoutSelect field by programming it to 000b on both the USP and the 
DSP. 5 

ESM Operational Mechanisms 

On entering ESM mode, actions associated with Symbol 4 of PCIe TS1 Ordered Set and TS2 Ordered Set change 
as shown in Table 4-3. Actions associated with Bit 3 and Bit 4 of Symbol 4 are performed according to the 
requirements in PCI Express Base Specification.   

By programming one of the supported data rates into ESMControl.ESMDataRate0/1 fields, the hardware must 10 

take the appropriate data rate change actions as required by the PCI Express Base Specification, except that the 
target data rate is governed by the value programmed into the ESMDataRate0/1 fields. 

Section 6.3.5.1 specifies additional rules governing programming of ESMDataRate0/1 fields. 

Unless otherwise specified, when transitioning to, or operating at, an ESM Data Rate of 8.0 GT/s, all 
reguirements corresponding to transitioning to, or operating at, the 8.0 GT/s Data Rate specified in the PCI 15 

Express Base Specification must be adhered to.  

Unless otherwise specified, when transitioning to, or operating at, an ESM Data Rate of 16.0 GT/s, 20.0 GT/s, or 
25.0 GT/s, all requirements corresponding to transitioning to, or operating at, the 16.0 GT/s Data Rate specified 
in the PCI Express Base Specification must be adhered to. 

Ordered Sets and speed changes behave as specified in the PCI Express Base Specification, with ESMDataRate0 20 

replacing 8.0 GT/s in the definition of the 8.0 GT/s Data Rate Identifier (DRI), ESMDataRate1 replacing 16.0 GT/s 
in the definition of the 16.0 GT/s DRI, and DRI’s greater than 16.0 GT/s are reserved. 

• When operating at an ESM data rate:

o At 20.0 GT/s or 25.0 GT/s data rates, EIEOS’s shall be transmitted and received as defined in
Table 4-4.25 

o Lane Margining at Receiver as defined in the PCI Express Base Specification is permitted but
not required when the link is operating in ESM Data Rate0 at 16.0 GT/s.

o When performing equalization at an ESM Data Rate of 20.0 GT/s, parameters are to be used
from the Lane Equalization Control registers in the ESMLaneEqualizationControl registers for
20.0 GT/s.30 

o When performing equalization at an ESM Data Rate of 25.0 GT/s, parameters are to be used
from the Lane Equalization Control registers in the ESMLaneEqualizationControl registers for
25.0 GT/s.

o Equalization status bits pertaining to 8.0 GT/s in the Link Status register are used for ESM
Data Rate0, regardless of the actual rate programmed in ESMDataRate0.35 

o Equalization status bits pertaining to 16.0 GT/s in the 16.0 GT/s Status register are used for
ESM Data Rate1, regardless of the actual rate programmed in ESMDataRate1.
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o

• Electrical Compliance testing uses LTSSM states and mechanisms defined in the PCI Express Base
Specification.

o Electrical Compliance test procedures will depend on implementation-specific mechanisms
to write and read the ESMControl and ESMStatus registers in the Transport DVSEC.5 

o Compliance-related additions are required in the following LTSSM states.

− Polling.Compliance

 When in Polling.Compliance operating at the 2.5 GT/s Data Rate with a De-emphasis
Level = -3.5dB, a transition to Detect.Quiet must occur if all of the following
conditions are true:10 

o ESMControl.ESMCompliance is Set

o ESMControl.ESMPerformCalibration has been Set, arming this process

o An exit from Electrical Idle is detected on any configured lanes

− Detect.Quiet

 On entry into Detect.Quiet, if ESMControl.ESMCompliance is Set, the 12 ms timer is15 

held in reset, the Electrical Idle input is ignored, and PHY Calibration is performed.

 When PHY Calibration is complete, the 12 ms timer and Electrical Idle inputs are
enabled.

Table 4-3: PCIe TSx Symbol 4 Description 

Symbol 
Number 

PCIe Compliant Phase Description ESM Phase 

Description 

4 Data Rate Identifier 
Bit 0 – Reserved for future Data Rate 
Bit 1 – 2.5 GT/s Data Rate Supported. Must be set to 1b. 
Bit 2 – 5.0 GT/s Data Rate Supported. Must be set to 1b if Bit 3 is 
1b. 
Bit 3 – 8.0 GT/s Data Rate Supported. Must be set to 1b if Bit 4 is 
1b 
Bit 4 – 16.0 GT/s Data Rate Supported. 
Bit 5 – Reserved for future Data Rate 

Data Rate Identifier 
Bit 0 – Reserved for future Data Rate 
Bit 1 – 2.5 GT/s Data Rate Supported. 
Must be set to 1b. 
Bit 2 – 5.0 GT/s Data Rate Supported. 
Must be set to 1b. 
Bit 3 – ESM Data Rate0 Supported. Must 
be set to 1b if Bit 4 is 1b 
Bit 4 – ESM Data Rate1 Supported. 
Bit 5 – Reserved for future Data Rate 

20 
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Table 4-4:  Electrical Idle Exit Ordered Set (EIEOS) for 20.0 GT/s and 25.0 GT/s Data Rates 

Symbol 
Number 

Value 

0 00h 

1 00h 

2 00h 

3 00h 

4 FFh 

5 FFh 

6 FFh 

7 FFh 

8 00h 

9 00h 

10 00h 

11 00h 

12 FFh 

13 FFh 

14 FFh 

15 FFh 

The EIEOS for 20.0 GT/s and 25.0 GT/s Data Rates is 128b/130b encoded, and is one block long. It creates a low 
frequency pattern that alternates between 32 zeros and 32 ones.  

5 

Figure 4-12: [Figure removed. Caption retained for consistency of numbering.] 
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ESM Operation Example 

 Initial Link-Up to 25.0 GT/s ESM Operation 

16.0 GT/s

Initial Link Up
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Rec Rec.EQ Rec
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No Speed
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Figure 4-13: Link-Up to ESM 25.0 GT/s through ESM 16.0 GT/s data rate 

 Retimers 5 

This section defines the requirements for Retimers that are Physical Layer protocol aware and that interoperate 
with a pair of Components and a compliant channel on each side of the Retimer. Retimers on CCIX links up to 
16.0 GT/s Data Rates must be compliant to requirements specified in PCI Express Base Specification, Section 4.3, 
(see Reference Documents). Retimers on CCIX links that support greater than 16.0 GT/s (EDR) Data Rates must 
be compliant to requirements in this section.  10 

Requirements for retimers supporting greater than 16.0 GT/s data rates are expected to be available in future 
revisions of this specification. 
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Chapter 5. Electrical PHY Layer 

5.1 Introduction 
A CCIX® device must support one of two PHY Types: PCIe® or Extended Data Rate (EDR). 

A CCIX device compliant to the CCIX Base Specification Revision 1.0a Version 1.0 must support all  data transfer 
rates specified in the PCI Express Base Specification (Reference Documents), and the implementation of these 5 

data transfer rates must be compliant to the PCI Express Base Specification  (Reference Documents). The CCIX 
device compliant to the CCIX Base Specification Revision 1.0a Version 1.0 for EDR PHY must support 20GT/s and 
25GT/s data rates as per specification of these data rates in Chapter 4, CCIX Transport Layer. 

Table 5-1 shows the data rates that must be supported for each PHY type. 

Table 5-1: CCIX PHY Types and Operating Modes 10 

PCIe Mode ESM Mode 

PHY Type PCIe 4.0 2.5 GT/s Not Applicable 

5.0 GT/s Not Applicable 

8.0 GT/s Not Applicable 

16.0 GT/s Not Applicable 

Extended Data Rate (EDR) 2.5 GT/s 2.5 GT/s 

5.0 GT/s 5.0 GT/s 

8.0 GT/s ESM Data Rate0 

16.0 GT/s ESM Data Rate1 

EDR PHY has two different electrical variants to support the short reach link or the long reach link. EDR PHY 
should have the capability to configure the type of PHY through the register. Bit 2:1 of CCIX Transport 
Capabilities Register in Table 6-61 should be used for this purpose.  

The evaluation version of the specification removes other specification details in this chapter as PHY specifics do 
not affect the understanding of the concepts and technical details of the protocol and transport layers.   15 

for 

Eva
luati

on



Protocol Layer and Transport Layer DVSEC © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 145 of 346 
July 8, 2019 

Chapter 6. Protocol Layer and Transport 
Layer DVSEC 

6.1 Overview 

PCIe Ext Cap ID
(0023h)

Capability
Version

Next Cap
Offset A

Rev 
ID

DVSEC Vendor ID
(CCID)

DVSEC
RevisionDVSEC Len0

DVSEC ID
(TRANSPORT: 1h)

PCIe Ext Cap ID
(0023h)

Next Cap
Offset B

DVSEC Vendor ID
(CCID)DVSEC Len1

DVSEC ID
(PROTOCOL: 2h)

From Previous
Capability

To  Next
Capability

Capability
Version

DVSEC
Revision

Figure 6-1: DVSECs Supported by CCIX Devices 5 

Figure 6-1 shows an example of DVSECs supported by CCIX® devices. There is no requirement that the DVSECs 
be linked in any specific order, or that they be directly linked to each other. The Capability Version, illustrated in 
Figure 6-1 and Figure 6-5, must be 1h, consistent with its definition in the PCI Express Base Specification. The 
DVSEC Revision, illustrated in Figure 6-1 and Figure 6-5, must be 1h for this version of the CCIX Specification. The 
DVSEC Vendor ID, illustrated in Figure 6-1 and Figure 6-5, must be the CCID. The DVSEC ID, illustrated in Figure 10 

6-1, must be consistent with the encodings described in Table 6-8.

Transport DVSEC contains Control and Status Registers (CSRs) for CCIX Physical, Data Link and Transaction 
Layers. 

Protocol DVSEC contains CSRs for the CCIX Protocol Layer. 

Both Protocol and Transport DVSECs can be implemented only in Root Ports, RCRBs, Switch Upstream Ports, 15 

Switch Downstream Ports, and all Endpoints (including Root Complex Integrated Endpoints). They are not 
applicable to PCI Express® PCI/PCI-X Bridges and Root Complex Event Collectors. 

For Upstream Ports that are associated with a Multi-Function Device, the Transport DVSEC is implemented in 
Function 0 only. All other Functions, including VFs, use the settings from the Function 0 implementation. 

All Register Attributes, and Next Capability and Control Offsets, in PCIe DVSEC structures described in  20 

Chapter 6 and Chapter 7, are consistent with their definitions in the PCI Express Base Specification (see 
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5 

Reference Documents). Next Capability and Control Offsets are relative to the beginning of the PCI-Compatible 
Configuration Space, described in Table 7-35 of the PCI Express Base Specification; for example, the Next 
Capability Offset A and Next Capability Offset B illustrated in Figure 6-1. Register attributes are consistent with 
their definitions in Table 7-2 of the PCI Express Base Specification, for example HwInit, RsvdZ, and RsvdP 
illustrated in Figure 6-3. 

6.2 Protocol Layer DVSEC 
Figure 6-2 shows an example location of the CCIX Protocol Layer DVSEC within the PCIe Configuration space. As 
illustrated in Figure 6-2, the recommended CCIX Protocol Layer DVSEC location to speed up the discovery 
process of all CCIX capabilities, is as the Next Capability Offset of CCIX Transport DVSEC, when both DVSECs are 
present in Function0. 10 

Figure 6-2: CCIX Protocol Layer DVSEC located in PCIe Configuration Space 

 Introduction to CCIX Protocol Layer DVSEC 

Within the CCIX Protocol Layer DVSEC, Capabilities, Status, and Control fields are each separated into distinct 
DWords. Each DW type has further classification in terms of the allowed Register Attributes for each DW type: 15 

• Capabilities & RO Status DW: HwInit, RO, ROS, RsvdZ.

• RW Status DW: RW1C, RW1CS, RsvdP.
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• Control: RW, RWS, RsvdZ.

A CCIX Device provides separate offsets for the location of the Control data structures vs. Capabilities & Status 
data structures to independently expand the number of DWords available for each. Capabilities & RO Status 
DWords can only be interleaved with other DWords of the same two classifications and similarly, Control and 
RW Status DWords can only be interleaved with other DWords of the same two classifications. Figure 6-3 5 

illustrates the distinction in DW types and the allowed Register attributes for the overall CCIX Protocol Layer 
DVSEC structure. 

Protocol 
Layer 

DVSEC

PL Control
Structures

PL Capabilities & Status
Structures

HwInit, RO, ROS, RsvdZ

RW, RWS, RsvdZ,
RsvdP, RW1C, RW1CS 

CCIX Protocol Layer
DVSEC Header

PCIe DVSEC
Configuration

Space

Figure 6-3: CCIX Protocol Layer DVSEC structure types 

for 

Eva
luati

on



Hardware Specification for Evaluation Protocol Layer DVSEC 

Protocol Layer and Transport Layer DVSEC       © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 148 of 346 
July 8, 2019 

 Location of CCIX Protocol Layer DVSEC  

A CCIX Protocol Layer DVSEC header of a CCIX capable physical device must be placed in at least Function0 of all 
CCIX-capable PCIe Ports of that device. The Common, CCIX Port and CCIX Link Capabilities, Status and the CCIX
Port and CCIX Link Control data structures must also be placed in Function0 of all CCIX capable PCIe Ports of that
device. The Common Control and AF Properties data structures must only be placed in Function0 of all CCIX5 

Primary Capable Ports of that device.

CCIX Protocol Layer DVSEC contains certain data structures that are chip-level, such as System Address Map 
(SAM) and ID Map (IDM) data structures, and these chip-level data structures must be placed in Function0. A 
physical device with a single PCIe Port must therefore have chip-level data structures accessible from Function0. 
A physical device with multiple CCIX capable PCIe Ports must declare at least one CCIX Port where chip-level 10 

data structures can be accessed (see Table 6-12).  

These CCIX Ports are said to have Primary CCIX Port capability, with an indicator of that capability in CCIX 
Protocol Layer DVSEC. 

CCIX Port

Primary Port-X Secondary Port-Y
FuncA FuncB FuncA FuncB

HA
DVSEC

RA
DVSEC

HA
DVSEC

RA
DVSEC

PCIe

Primary Port
Function0

CCIX
Chip-level

Capabilities
+ Status

+ Control

CCIX Link CCIX Link
CCIX Port

CCIX Link CCIX Link

HSAM

RSAM

IDM

Common

AF Properties

Figure 6-4: CCIX Protocol Layer DVSEC structures over various PCIe Ports and Functions 15 

CCIX Configuration Software must enable only one CCIX Port as the Primary CCIX Port and discover and 
configure chip-level data structures only through that CCIX Port (see Table 6-14). All ports that are not enabled 
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as Primary CCIX Ports, and all ports that do not have Primary CCIX Port capability, are designated as Secondary 
CCIX Ports. CCIX Agent DVSEC Structures can be located in any CCIX Port, Primary or Secondary, and on any 
Function Number within that CCIX Port, including Function0. 

As illustrated in Figure 6-4, chip-level data structures are only configured in Primary CCIX Port-X Function0. A 
CCIX Device may declare additional DVSEC data-structures for specific CCIX Agents, illustrated as HA DVSEC in 5 

CCIX Port-X FunctionA, RA DVSEC in CCIX Port-X FunctionB, RA DVSEC in CCIX Port-Y FunctionA, and HA DVSEC in 
CCIX Port-Y FunctionB in Figure 6-4. 

Figure 6-4 illustrates an example CCIX Device, however, devices are permitted to have CCIX Port counts other 
than 2, per-Port CCIX Link Counts other than 2, and RA, HA, and SA Agents and Agent counts other than what is 
illustrated.  10 

Even though Figure 6-4 only illustrates a CCIX Device with one CCIX Agent DVSEC structure per function, CCIX 
Devices are also permitted to have more than one CCIX Agent DVSEC structure per function. 

 PCIe Function Level Reset (FLR) 

CCIX Protocol Layer DVSEC structures must retain their programmed values during, and following a FLR. FLR shall 
not affect the CCIX Protocol Layer, which must continue to operate consistent with its DVSEC configuration. 15 

 PCIe ARI and SR-IOV 

For CCIX Devices that support PCIe ARI, CCIX Agent DVSEC structures can be located in any of the 256 Functions. 

For CCIX Devices that support PCIe SR-IOV, CCIX Protocol Layer DVSEC structures must only be located in a 
Physical Function (PF). A PF may also contain Capabilities, Control, and Status, for Acceleration Functions (AFs). 
There is no architected binding defined in CCIX, between the AF’s Register space and PCIe SR-IOV Virtual 20 

Functions (VFs). VFs also do not have an architected binding to Protocol Layer DVSEC Space. Any such binding 
between PCIe VFs and the AF’s Register space, or Protocol Layer DVSEC Space, is implementation specific. 
However, the mechanisms for how such a binding is to be achieved is defined in the CCIX Software Architecture 
Guide. 

 CCIX Protocol Layer DVSEC Header 25 

Figure 6-5 shows the layout of the CCIX Protocol Layer (PL) DVSEC Header. Register fields at Byte Offset 00h 
conform to the definitions in Section 7.9.6 of the PCI Express Base Specification (see Reference Documents). 
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PCI Express Extended Capability ID = DVSECCapability 
VersionNext Capability Offset+00

31 20 19 16 15 0

DVSEC Vendor ID = CCIDDVSEC Length+04

31 20 19 0

DVSEC 
Revision

16 15

+08

PL Capabilities & Status Offset+0C

31 20 19 0

PL Control Offset+10

31 20 19 0

RsvdZ PL Capabilities & Status Size

12 11

RsvdZ PL Control Size

12 11

DVSEC ID = Protocol Layer Component IDCCIX GUID Offset

31 20 19 0

RsvdZ

16 15

Figure 6-5: CCIX Protocol Layer DVSEC Header 

The CCIX PL DVSEC Header includes a CCIX GUID Offset field at Byte Offset 08h for discovering the location to 
override the hardware default value of CCID. Apart from advertising the CCID, Revision, and CCIX Protocol Layer 
DVSEC Length, the CCIX Protocol Layer DVSEC Header also has registers indicating the offset and size for the 5 

CCIX Protocol Layer’s Capabilities & Status structures and Control structures, also illustrated as pointers from the 
DVSEC Header in Figure 6-5. 

Table 6-1 describes the CCIX PL DVSEC Header Register fields at Byte Offset 04h. 

Table 6-1: CCIX PL DVSEC Header Register fields at Byte Offset 04h  

Bit Location Register Description Attributes 

15:0 CCID 
This field indicates the CCIX Consortium ID value. 
The value in the CCID field is either CCUV or is 
overridden with COV (see Table 6-3). 
CCIX Device initializes CCID to CCUV after reset 
(except FLR). 

RO 

19:16 DVSECRevID 
This field indicates the DVSEC Revision ID value of 
1h consistent with its definition in the PCI Express 
Base Specification. 

RO 

31:20 DVSECLength 
This field indicates size of the DVSEC structure. 
The definition of the DVSEC Length field conforms 
to the definition in Section 7.9.6 of the PCI Express 
Base Specification. 

RO 

10 
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Table 6-2 describes the CCIX PL DVSEC Header Register fields at Byte Offset 08h. 

Table 6-2: CCIX PL DVSEC Header Register fields at Byte Offset 08h 

Bit Location Register Description Attributes 

15:0 PLCompID 
This field indicates the CCIX Protocol Layer 
ComponentID value of 0002h. 

RO 

19:16 Reserved and Zero RsvdZ 

31:20 CCIXGUIDOffset 
This field indicates the CCID Override Structure 
Offset in number of bytes. The offset must be in 
integer multiples of DW. 
The CCID Override Structure must remain within 
the size of CCIX Protocol Layer DVSEC. 

RO 

5 

Figure 6-6 illustrates the CCID Override Structure located at the CCIX GUID Offset. The CCID Override Structure 
contains the CCIX GUID and the programmable field to override the CCID.  

CCIX GUID Offset + 00

CCIX GUID[63:32] (DW1)CCIX GUID Offset + 04

31 0

CCIX GUID Offset + 08

CCIX GUID Offset + 0C

CCID Override Value (COV)CCIX GUID Offset + 10

31 16 15 0

RsvdP Version

CCIX GUID[31:0] (DW0)

31 0

CCIX GUID[95:64] (DW2)

31 0

CCIX GUID[127:96] (DW3)

31 0

4 3

Figure 6-6: CCID Override Structure 

Table 6-3 describes the CCIX Globally Unique Identifier (GUID) located at CCID Override Structure’s fields from 10 

Byte Offset 00h through Byte Offset 0Ch. 
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Table 6-3: CCID Override Structure Register fields from Byte Offset 00h through Byte Offset 0Ch 

Bit Location Register Description Attributes 

127:0 
or 

DW3:DW0 

CCIXGUID 
This field indicates the Globally Unique Identifier 
(GUID) value for CCIX: 
C3CB993B-02C4436F-9B68D271-F2E8CA31 
Discovery by CCIX Configuration Software of the 
CCIXGUID value at the CCIX GUID Offset confirms 
that the PCIe DVSEC structure is the CCIX Protocol 
Layer DVSEC structure. 
Discovery by CCIX Configuration Software of the 
CCIXGUID value at the CCIX GUID Offset also 
provides software the location to override the 
existing CCID value, i.e. the COV in DW4 of the 
CCID Override Structure (see Table 6-4). 

RO 

Table 6-4 describes the CCID Override Structure fields at Byte Offset 10h. 

Table 6-4: CCID Override Structure Register fields at Byte Offset 10h 

Bit Location Register Description Attributes 

3:0 CCIDOverrideStructureVersion 
This field indicates the CCID Override Structure’s 
Version Number. All CCIX Devices based on this 
specification must report a 
CCIDOverrideStructureVersion value of 1h. 

RO 

15:4 Reserved and Preserved RsvdP 
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Bit Location Register Description Attributes 

31:16 COV 
This field controls the CCID override value to be 
subsequently reflected in PCIe Compatible Header 
Protocol Layer Messages as well as Protocol Layer 
DVSEC and Transport Layer DVSEC headers. 
CCIX configuration software must ensure COV is 
the same across the CCIX system and doesn’t 
conflict with a Vendor ID on the PCIe side of that 
same system. 
0000h: CCID has not been overrridden. 
0001h: FFFFh: Encodings for overriding CCID with 
values 1 through 65535. 
A non-zero COV value written by Software must 
be replicated by the CCIX Device in the CCID field 
of all Protocol Layer DVSEC and Transport Layer 
DVSEC headers on the same CCIX Device. This 
must result in the same non-zero COV value being 
returned when Software subsequently reads the 
CCID field of any of the CCIX DVSEC headers on 
that CCIX Device. All PCIe Compatible Header CCIX 
Messages sent by that CCIX Device must also 
reflect the same non-zero COV value in the CCID 
field of those messages. 

RW 

Table 6-5 describes the CCIX Protocol Layer Capabilities & Status Pointer (PLCapStatPtr) Register at Byte Offset-
0Ch. 

Table 6-5: CCIX PLCapStatPtr Register at Byte Offset-0Ch 

Bit Location Register Description Attributes 

11:0 PLCapStatSize 
This field indicates the PL Capabilities & Status 
structure size in number of DW. 

RO 

19:12 Reserved and Zero RsvdZ 

31:20 PLCapStatOffset 
This field indicates the PL Capabilities & Status 
structure Offset in number of bytes. The offset 
must be in integer multiples of DW. 
The offset + size must remain within the size of 
CCIX Protocol Layer DVSEC. 

RO 
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Table 6-6 describes the CCIX Protocol Layer Control Pointer (PLCntlPtr) Register at Byte Offset-10h. 

Table 6-6: CCIX PLCntlPtr Register at Byte Offset-10h 

Bit 
Location 

Register Description Attributes 

11:0 PLCntlSize 
This field indicates the PL Control structure size in 
number of DW. 

RO 

19:12 Reserved and Zero RsvdZ 

31:20 PLCntlOffset 
This field indicates the PL Control structure Offset in 
number of bytes. The offset must be in integer 
multiples of DW. 
The offset + size must remain within the size of CCIX 
Protocol Layer DVSEC. 

RO 

 Sequence for Capabilities & Status and Control Structures 

Figure 6-7 illustrates the sequence for CCIX Protocol Layer Components’ Capabilities & Status structures and 5 

Control structures located in Primary CCIX Port Function0. for 
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PL ControlPL Capabilities & Status

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX Port
Capabilities & Status

CCIX Link
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Capabilities & Status
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CCIX HA Control

CCIX RA Control

CCIX SA Control

CCIX Common Control

CCIX AF Properties
Capabilities & Status

CCIX AF Properties
Control

Figure 6-7: Sequence of CCIX Protocol Layer Component Structures 

Sequence for Multiport CCIX Devices 

While Common, CCIX Port and CCIX Link structures are unique per CCIX capable PCIe port, any Function on a 
Primary or Secondary CCIX Port is permitted to have CCIX Agent structures as shown in Figure 6-8. Thus, CCIX 5 

Device Error Control and Status are communicated via the Primary CCIX Port. Primary CCIX Ports also 
communicate Error Control and Status specific to CCIX Components on that CCIX Port. Secondary CCIX Ports 
communicate Error Control and Status specific to CCIX Components on that CCIX Port. 

10 

for 

Eva
luati

on



Hardware Specification for Evaluation Protocol Layer DVSEC 

Protocol Layer and Transport Layer DVSEC  © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 156 of 346 
July 8, 2019 

PL Control

PL Capabilities & Status

CCIX Port
Capabilities & Status

CCIX Link
Capabilities & Status

CCIX Primary Common
Capabilities & Status

CCIX Port Control

CCIX Link Control

CCIX Primary Common 
Control

Primary Port
Function0

PL Control

PL Capabilities & Status

CCIX Port
Capabilities & Status

CCIX Link
Capabilities & Status

CCIX Secondary Common
Capabilities & Status

CCIX Port Control

CCIX Link Control

Secondary Port
Function0

PL Control

PL Capabilities & Status

Primary or Secondary
Port (Function-not0)

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA
Capabilities & Status

CCIX RA
Capabilities & Status

CCIX SA
Capabilities & Status

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA
Capabilities & Status

CCIX RA
Capabilities & Status

CCIX SA
Capabilities & Status

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA
Capabilities & Status

CCIX RA
Capabilities & Status

CCIX SA
Capabilities & Status

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA Control

CCIX RA Control

CCIX SA Control

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA Control

CCIX RA Control

CCIX SA Control

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA DVSEC

CCIX RA DVSEC

CCIX SA DVSEC

CCIX HA Control

CCIX RA Control

CCIX SA Control

CCIX AF Properties
Capabilities & Status

CCIX AF Properties
Control

Figure 6-8: Structures for multi-Port CCIX Devices 

for 

Eva
luati

on



Hardware Specification for Evaluation Protocol Layer DVSEC 

Protocol Layer and Transport Layer DVSEC       © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 157 of 346 
July 8, 2019 

 Capabilities & Status Structure and Control Structure 

Figure 6-9 shows the overall layout of a CCIX Component’s Capabilities & Status Registers with Byte Offset-00h 
containing the CCIX Component’s Capabilities & Status Register Header (<ComponentName>CapStatHdr). 
Similarly, Figure 6-10 shows the overall layout of a CCIX Component’s Control Registers with Byte Offset-00h 
containing the CCIX Component’s Control Header (<ComponentName>CntlHdr). Each Capabilities & Status 5 

header and Control header contains a field indicating the offset of the next Capabilities & Status header 
(<ComponentName>NextCapStatHdrPtr) and Control header (<ComponentName>NextCntlHdrPtr) respectively. 

Only the CCIX Protocol Layer DVSEC Header follows the PCIe DVSEC format. The CCIX Protocol Layer 
Components’ Capabilities & Status Header, as shown in Figure 6-9, and Control Header, as shown in Figure 6-10, 
do not follow the PCIe DVSEC format. The Component Header size of 4-bytes is an efficient alternative to the 10 

first 12-bytes of the CCIX Protocol Layer DVSEC Header. 

CCIX Component IDComponent 
VersionNext Capability & Status Offset+00

31 20 19 16 15 0

+04

31 0

Component0 Capabilities & Status

31 0

ComponentN Capabilities & Status

...

CCIX Component IDComponent 
VersionNext Capability & Status Offset+XX

31 20 19 16 15 0

...

+XX + 04

Figure 6-9: CCIX Component’s Capabilities & Status Registers 

CCIX Component IDRsvdPNext Control Offset+00

31 20 19 16 15 0

+04

+XX + 04

31 0

Component0 Control

31 0

ComponentN Control

CCIX Component IDRsvdPNext Control Offset+XX

31 20 19 16 15 0

......

Figure 6-10: CCIX Component’s Control Registers 15 

Table 6-7 describes the Capabilities & Status Version field.  
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Table 6-7: Capabilities & Status Version field 

Bit Location Register Description Attribute 

19:16 ComponentVersionSupported 
0h: CCIX Version 1.0 Supported. 
All other encodings: Reserved. 
All CCIX Components based on this specification 
must report 0h CCIX Version Capability.  

RO 

Table 6-8 describes the encoding for the Capabilities & Status and Control structure’s CCIX Component ID field 
contained in Figure 6-9 and Figure 6-10 respectively. Table 6-8 also describes the encoding for the CCIX Protocol 
Layer DVSEC ID field contained in Figure 6-5, at Byte Offset-08h. 

Table 6-8: CCIX Component ID Encodings 5 

Component ID CCIX Component 

0000h CCIX General 
This allows for System Wide CCIX Configuration 

0001h CCIX Transport DVSEC 

0002h CCIX Protocol Layer DVSEC 

0003h CCIX Protocol Layer Common structure 

0004h CCIX Protocol Layer Port structure 

0005h CCIX Protocol Layer Link structure 

0006h CCIX Home Agent structure 

0008h CCIX Request Agent structure 

000Ah CCIX Slave Agent structure 

000Ch CCIX Acceleration Function Properties structure 

All other encodings are reserved 

 Version Numbers and their impact on data structure definition 

A version number of a particular CCIX Protocol Layer DVSEC data structure indicates the format and size of the 
data structure as well as the definition of the fields within the data structure. The version number also indicates 
the data structure’s mandatory and optional fields and applies equally to the Capabilities & Status, and Control 
data structures in CCIX Protocol Layer DVSEC. 10 

As shown in Figure 6-11, the CCIX DVSEC Revision in the CCIX Protocol Layer DVSEC Header governs the 
definition of all protocol layer data structures. Each CCIX Component also has a Capability version in the per-
component data structure header as shown in Figure 6-9. The CCIX Component’s Capability version governs the 
format and size of that CCIX Component’s data structure as well as the definition of the fields within the data 
structure. 15 
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Protocol Layer DVSEC Header
DVSEC Revision

Affects:
All protocol layer data structures

Per-Component Capability Version
Affects: each component’s Capabilities, Status and Control Data Structures

Common 
Capability 

Version

Affects:
Common data 

structures, IDM 
data structures, 

SAM data 
structures

Port Capability 
Version

Affects:
Port Capabilities, 

Status and 
Control Data 

Structures

Link Capability 
Version

Affects:
Link Capabilities, 

Status and 
Control Data 

Structures

HA Capability 
Version

Affects:
HA Capabilities, 

Status and 
Control Data 

Structures

RA Capability 
Version

Affects:
RA Capabilities, 

Status and 
Control Data 

Structures

SA Capability 
Version

Affects:
SA Capabilities, 

Status and 
Control Data 

Structures

AF Properties
Version

Affects:
AF Properties 
Capabilities, 
Status and 

Control Data 
Structures

Figure 6-11: Version Numbers and their impact on data structure definition 

 CCIX Topology creation via Address Space and CCIX AgentID name 
space allocation 5 

This section provides an overview of the addressing and routing data structures resulting in a topology of CCIX 
Devices, defined by the addressing and routing attributes between them. 

Sections 6.2.1.8.1 through 6.2.1.8.3 describe the Global ID Map (G-IDM), Global RA-to-HA System Address Map 
(G-RSAM), and Global HA-to-SA System Address Map (G-HSAM), respectively.  

Section 6.2.1.8.4 describes the CCIX Device’s local view of the G-IDM, G-RSAM, and G-HSAM structures. The 10 

DVSEC specification requires, and therefore describes, the CCIX Device’s local view of G-IDM, G-RSAM, or G-
HSAM DVSEC data structures from Section 6.2.2 onwards. 

G-IDM, G-RSAM, and G-HSAM are data structures maintained by software in memory and do not require their
DVSEC equivalent. As such, other than for explanation purposes, the DVSEC specification does not require, and
therefore does not contain detailed descriptions of G-IDM, G-RSAM, or G-HSAM data structures from Section15 

6.2.2 onwards.
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Global ID Map (G-IDM) 

A connected graph is created of the discovered CCIX Devices, with the connection attributes based on a 
combination of CCIX Ports on those CCIX Devices, and the transport connections between them. A CCIX topology 
is then defined, where the topology nodes are the enumerated CCIX Devices. Based on the location of the 
enumerated CCIX Agents in the CCIX topology, a Global ID Map (G-IDM) data structure describes the ID routing 5 

attributes between the enumerated CCIX AgentIDs across the CCIX topology. 

Global RA-to-HA System Address Map (G-RSAM) 

Figure 6-12 shows the Global RA-to-HA System Address Map (G-RSAM) generated within the System Address 
Space. The G-RSAM is typically generated by CCIX Configuration Software after identifying the capabilities of all 
CCIX Memory Devices as well as the addressing capabilities of all CCIX Requesting Devices. 10 
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Figure 6-12: G-RSAM and its relation to HAs, MemPools, and HBAT Entries 

G-RSAM and its relation to HAs, MemPools, and HA Base Address Table (HBAT) Entries; as illustrated in Figure
6-12:

• For a given CCIX topology with 1-to-X number of Home Agents discovered, a corresponding 1-to-Y15 

number of Memory Pool Capabilities & Status data structures are declared across all the Home Agents.
Each Home Agent must declare at least one Memory Pool Entry, thus Y ≥ X.

• The 1-to-Y number of Memory Pool Entries declare the memory attributes hosted by their
corresponding Home Agents. Memory attributes declared include the Memory Size, Memory Type, and
addressing capability of the Memory Pool.20 
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• The 1-to-Y number of Memory Pool Capabilities & Status data structures must have their corresponding
1-to-Y number of Home Agent Base Address Table Entry, or HBAT Entry control structures.

• A Global RA-to-HA System Address Map (G-RSAM) is generated with 1-to-Z number of G-RSAM
Windows. Each G-RSAM Window is defined by a 4GB aligned Start and End Address.

• The Memory in the 1-to-Y Memory Pools are all mapped to the G-RSAM by programming the HBAT Entry 5 

control structures. Depending on the attributes declared in the 1-to-Y number of Memory Pool Entries, 
an HBAT Entry can be programmed with the addresses contained in one G-RSAM Window, or multiple 
HBAT Entries can be programmed with the addresses contained in one G-RSAM Window, thus Z ≤ Y. 

Global HA-to-SA System Address Map (G-HSAM) 

Figure 6-13 shows the Global HA-to-SA System Address Map (G-HSAM) generated within the System Address 10 

Space. The G-HSAM is typically generated by CCIX Configuration Software after identifying the capabilities of all 
CCIX Slave Agents, and all CCIX Home Agents with Memory Expansion Capabilities. 
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Figure 6-13: G-HSAM and its relation to HAs with Memory Expansion Pools, and SAs 

G-HSAM and its relation to SAs, SA MemPools, and SA Base Address Table (SBAT) Entries; as illustrated in 15 

Figure 6-13: 

• For a given CCIX topology with 1-to-A number of Slave Agents discovered, a corresponding 1-to-B
number of Memory Pool Capabilities & Status data structures are declared across all the Slave Agents.
Each Slave Agent must declare at least one Memory Pool Entry, thus B ≥ A.

• The 1-to-B number of Memory Pool Entries declare the memory attributes hosted by their20 

corresponding Slave Agents. Memory attributes declared include the Memory Size and Memory Type of
the Memory Pool.
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• The 1-to-B number of Memory Pool Capabilities & Status data structures must have their corresponding
1-to-B number of Slave Agent Base Address Table Entry, or SBAT Entry control structures.

• A Global HA-to-SA System Address Map (G-HSAM) is generated with 1-to-C number of G-HSAM
Windows. Each G-HSAM Window is defined by a 4GB aligned Start and End Address.

• The Memory in the 1-to-B Memory Pools are all mapped to the G-HSAM by programming the SBAT Entry 5 

control structures. An SBAT Entry can be programmed with the addresses contained in one G-HSAM 
Window, or multiple SBAT Entries can be programmed with the addresses contained in one G-HSAM 
Window, thus C ≤ B. 

G-HSAM and its relation to HAs with Memory Expansion Pools, and SAs; as illustrated in Figure 6-13:

• For a given CCIX topology with 1-to-E number of Home Agents discovered with Memory Expansion10 

Capability, a corresponding 1-to-D number of Expansion Memory Pool Capabilities & Status data
structures are declared across all the Home Agents. Each Home Agent that declares Memory Expansion
Capability must declare at least one Memory Expansion Pool Entry, thus D ≥ E.

• The 1-to-D number of Memory Pool Entries declare the memory attributes hosted by their
corresponding Home Agents. Memory attributes declared include the Memory Expansion Size.15 

• The 1-to-D number of Memory Pool Capabilities & Status data structures must have their corresponding
1-to-D number of Home Agent Base Address Table Entry, or HBAT Entry control structures.

• The Global HA-to-SA System Address Map (G-HSAM) generated with 1-to-C number of G-HSAM
Windows must be mapped to the 1-to-D Memory Expansion Pools by programming the HBAT Memory
Expansion Entry control structures. An HBAT Memory Expansion Entry can be programmed with the20 

addresses contained in one G-HSAM Window, or multiple HBAT Memory Expansion Entries can be
programmed with the addresses contained in one G-HSAM Window, thus C ≤ D.

Multiple BAT Entries mapped to a single G-HSAM Window: 

• The Expansion Memory of multiple Home Agents can come from a single Slave Agent because multiple
HBAT Memory Expansion Entries can be programmed with the addresses contained in one G-HSAM25 

Window, while at the same time, a single SBAT Entry can be programmed with the addresses contained
in the same G-HSAM Window.

• The Expansion Memory of a single Home Agent can come from multiple Slave Agents because multiple
SBAT Entries can be programmed with the addresses contained in one G-HSAM Window, while at the
same time, a single HBAT Memory Expansion Entry can be programmed with the addresses contained in30 

the same G-HSAM Window.

CCIX Device view of G-IDM, G-RSAM, and G-HSAM 

The CCIX Device’s IDM and SAM data structures are set up based on the CCIX Device’s location in the CCIX 
topology, its routing attributes, and the types of Agents and their enumerated AgentIDs. 

The CCIX Device’s IDM Table contains the CCIX Device’s view of the G-IDM, i.e. it contains the ID routing 35 

attributes to all enumerated AgentIDs in the topology, based on the CCIX Device’s location in that topology 
relative to the location of all the enumerated AgentIDs in that topology. 
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A CCIX Device’s optional Snoop Response IDM, or SR-IDM, Table also contains the CCIX Device’s view of the G-
IDM, the data structure being referenced for the routing of Snoop Response ID routed packets from that CCIX 
Device in a Mesh Topology. 

The CCIX Device’s RSAM Table contains the CCIX Device’s view of the G-RSAM, i.e. it contains the address 
routing attributes to all enumerated Home Agent IDs (HAIDs) in the topology, based on the CCIX Device’s 5 

location in that topology relative to the location of all the Home Agents in that topology.  

A CCIX Device references an RSAM Table if there is a Request Agent on that device, or the CCIX Device can 
perform RA-to-HA CCIX Packet Port-to-Port forwarding. 

The CCIX Device’s HSAM Table contains the CCIX Device’s view of the G-HSAM, i.e. it contains the address 
routing attributes to all enumerated Slave Agent IDs (SAIDs) in the topology, based on the CCIX Device’s location 10 

in that topology relative to the location of all the Slave Agents in that topology. A CCIX Device references an 
HSAM Table if there is a Home Agent with Memory Expansion enabled on that device, or the CCIX Device can 
perform HA-to-SA CCIX Packet Port-to-Port forwarding. 

The host is not required to implement the CCIX Protocol Layer DVSEC data structure. The host may use 
equivalent host-specific methods to support features such as CCIX capability discovery, enumeration, routing 15 

and error reporting. 

 CCIX Component Address and ID based routing tables 

CCIX Components within a CCIX Device require Address and ID routing attributes in order to determine the CCIX 
Port or local (CCIX Agent) destination of CCIX packets. These Address and ID routing attributes are described via 
control structures called SAM and IDM tables respectively. 20 

The Request Agent Address Map across the CCIX System is described in RSAM Tables which must be present in 
CCIX Devices that contain Request Agents, and intermediate points that are capable of forwarding traffic from 
Request Agents. Further details of RSAM Table usage is described in Section 6.2.2.3.4. 

The Home Agent Address Map across the CCIX System is described in the HSAM Tables which must be present in 
CCIX Devices that contain Home Agents that have Memory Expansion enabled, and intermediate points that are 25 

capable of forwarding traffic from Home Agents. Further details of HSAM Table usage is described in Section 
6.2.2.3.4. 

For CCIX Software to program the tables for the entire CCIX Device, Primary-capable CCIX Ports have the 
relevant SAM and IDM pointer registers as Primary CCIX Port Extended Capabilities located in the Common 
Capabilities & Status structure as shown in Figure 6-14. 30 
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Primary Port Extended Common Capabilities & Status

optional structure for Mesh Topology Capable CCIX Devices

CCIX Component ID = CommonCapability 
VersionNext Capability & Status Offset+00

31 20 19 16 15 0

+04

+08

31 0

Common Capabilities & Status - I

31 0

Common Capabilities & Status - II

RsvdZIDM Table Offset

31 20 19 0

RSAM Table Offset

+10

31 20 19 0

+14

RsvdZ RSAM Max Table Size

12 11

+0C

31 0

Common Capabilities & Status - III

HSAM Table Offset

31 20 19 0

+18

RsvdZ HSAM Max Table Size

12 11

Device Error Log Offset

31 20 19 0

+1C

RsvdZ

RsvdZSR-IDM Table Offset

31 20 19 0

+20

optional structure for Software Services Portal Capable CCIX Devices

CCIX Software Services Portal Size

31 0

+XX

Figure 6-14: Common Capabilities & Status structure 

The Primary CCIX Port’s Extended Common Capabilities & Status Register at Byte Offset-10h contains the CCIX 
Device Error Log Offset which is described in Chapter 7, CCIX RAS Overview. The remaining bits in this register 
are Reserved and Zero. 5 

Table 6-9 describes the IDM Pointer Register fields at Byte Offset-14h and Byte Offset-20h shown in Figure 6-14. 

Table 6-9: IDMPtr Register fields 

Bit 
Location 

Register Description Attributes 

19:0 Reserved and Zero RsvdZ 

31:20 IDMTblOffset 
This IDM Table offset field indicates the byte offset to the 
start of this IDM Table in the Primary CCIX Port. The offset 
must be DW-aligned. 
The IDMTblOffset + fixed 64 DW size must remain within the 
size of CCIX Protocol Layer DVSEC. 

RO 
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Table 6-10 describes the RSAM Pointer (RSAMPtr) Register at Byte Offset-18h and HSAM Pointer (HSAMPtr) 
Register at Byte Offset-1Ch shown in Figure 6-14. 

Table 6-10: SAMPtr Register /Fields 

Bit 
Location 

Register Description Attributes 

11:0 SAMMaxTblSize 
This field indicates the maximum number of bytes in this type of SAM Table. The 
size must be DW-aligned. 
• When the CCIX Device has CCIX Port Aggregation Capability, as indicated by

the ComnCapStat2.PortAggCap field (see Table 6-13), the indicated SAM
Table Size must include two DW of Hash Mask Registers as shown in Figure
6-23.

• A SAMMaxTblSize value of 000h indicates the CCIX Device does not have
that particular SAM Table Type. For example, a CCIX Device that is not an
intermediate point and only has Slave Agents may indicate an RSAM
SAMMaxTblSize value of 000h.

• A CCIX Device, at a minimum, must be capable of being a node in a CCIX tree
topology. Therefore, the minimum non-zero SAMMaxTblSize value must
reflect (P + 1 + Local) SAM Entries. P is the number of CCIX Ports on the CCIX
Device. Local is a minimum value of 1 when the CCIX Device has a Local SAM
Destination (see SAMEntryAttr.DestType in Table 6-20) and supports Port-
to-Port Forwarding (see PortCapStat1.PortToPortFwdingCap in Figure 6-27).

o Minimum non-zero SAMMaxTblSize is 018h when P=1,
ComnCapStat2.PortAggCap=0, L=0.

o The minimum, non-zero, (P + 1 + Local) SAM Entry requirement only
applies to the worst-case routing requirement in a tree topology, which
applies when an intermediate node in the tree must provide routing to
two distinct ranges (higher and lower) on the same port. For a
particular CCIX tree topology, it is possible for certain nodes in that
topology to require all (P + 1 + Local) SAM Entries, while other nodes
achieve their necessary SAM Window routing attributes by utilizing less
than (P + 1 + Local) SAM Entries. This is further illustrated by an
example in Section 6.6.2.1.

RO 

19:12 Reserved and Zero RsvdZ 

31:20 SAMTblOffset 
This field indicates the byte offset to the start of this SAM Table Offset in the 
Primary CCIX Port. The offset must be DW-aligned. 
The SAMTblOffset + size must remain within the size of CCIX Protocol Layer 
DVSEC. 

RO 

The CCIX Software Services Portal Size register is at Byte Offset-20h, i.e. XX in Figure 6-14 is 20h, if the SR-IDM 
Pointer Register is not part of the Primary Port Extended Capabilities & Status structure. The CCIX Software 5 

Services Portal registers is at Byte Offset-24h, i.e. XX in Figure 6-14 is 24h, if the SR-IDM Pointer Register is part 
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of the Primary Port Extended Capabilities & Status structure. 

Table 6-11 describes the fields of the CCIX Software Services Portal (SoftwareServicesPortal) register. 

Table 6-11: SoftwareServicesPortal Register 

Bit Location Register Description Attributes 

31:0 PortalSize 
This field indicates the encodings for the Software 
Services Portal Size Supported by this CCIX Device. 
The PortalSize is encoded as integer multiples of 
64KB, starting with the smallest Portal Size of 64KB. 
0000h:  64K Portal Size. 
0001h:  128K Portal Size. 
…. 
FFFFh:  4GB Portal Size. 

RO 

Figure 6-15 illustrates how the IDM and SAM Pointer Registers, while located in the Capabilities & Status 
structures, point to data structures located in the Control structures of the Primary CCIX Port located in 5 

Function0. The location of IDM and SAM tables within the Control structures are determined by the 
IDMTblOffset and SAMTblOffset values respectively. 
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Figure 6-15: CCIX Device SAM/IDM Tables  

 CCIX Component Structures 

This section describes the layout of the Capabilities & Status Registers and Control Registers. Tables describe 
fields within these registers, the field’s position and width, and field names. Field names are the same for fields 5 

with the same definition and encodings across different tables.  

 Common Structures 

The Common Capabilities & Status Registers and Common Control Registers contain attributes that are common 
to all CCIX Components on a CCIX Device. An example of a capabilities attribute is the Address Width Capability 
attribute, which is a capability common to all CCIX Components on that CCIX Device. Similarly, the Address 10 

Width Enable attribute is a control applied to all CCIX Components on that CCIX Device. 

Status bits in the Common Capabilities & Status Registers communicate cross-component status and follow a 
hierarchical model where an individual CCIX Component’s status only reflects the status of that CCIX Component 
and the Common status indicates the overall status of the CCIX Device.  
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Similarly, the Control bits allow for cross-component control and follows a hierarchical model where a Common 
Enable control bit when cleared, disables all CCIX Components regardless of the CCIX Component’s individual 
Enable control bit being set. 

Common Capabilities & Status Data Structures 

Figure 6-14 shows the overall layout of the Common Capabilities & Status structure. 5 

Figure 6-16 shows the layout of the Common Capabilities & Status 1 (ComnCapStat1) Register at Byte Offset-
04h. 

31

MultiPort Device Capability

24 23

RsvdZ

Device ID Status

0222 21

Common Version Capability
3

Figure 6-16: ComnCapStat1 Register at Byte Offset-04h 

Table 6-12 describes the ComnCapStat1 Register fields at Byte Offset-04h. 10 
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Table 6-12: ComnCapStat1 Register fields at Byte Offset-04h 

Bit 
Location 

Register Description Attributes 

2:0 MultiPortDevCap 
This field describes the CCIX Device’s multi-port capability. 
Bit-0: 
• 0b: CCIX Device can be accessed by a single CCIX Port.
• 1b: CCIX Device can be accessed by at least two CCIX Ports.

This attribute is repeated in each CCIX Port’s DVSEC Common capability and
gives an indication to CCIX Software during the CCIX Device Discovery phase
that CCIX DeviceID Replication will be performed by the CCIX Device during
the configuration phase. See the DevIDCntl field description in Table 6-14.

Bit-1: 
• 0b: Indicates this is a Secondary CCIX Port.
• 1b: Indicates this port has Primary CCIX Port Capability and Function0

contains the chip-level Capabilities & Status and Control structures.
Bit-2: 
• 0b: Indicates this CCIX Device does not support being a Node in a CCIX Mesh

Topology.
• 1b: Indicates this CCIX Device supports being a Node in a CCIX Mesh

Topology.
Additional Description:  
A physical device with only one CCIX capable PCIe Port must indicate an 
MultiPortDevCap[2:0] value of 010b. 
A physical device with multiple CCIX capable PCIe Ports must indicate an 
MultiPortDevCap[2:0] value of x11b on at least one of its ports. 
MultiPortDevCap[1] value of 1b indicates the existence of Primary CCIX Port 
Extended Common Capabilities & Status structure. 
MultiPortDevCap[2:0] value of 111b indicates the existence of the SR-IDM Offset 
Register in the Primary CCIX Port Extended Common Capabilities & Status 
structure (see Figure 6-14) and the SR-IDM table, see Section 6.2.2.2  

RO 

21:3 Reserved and Zero RsvdZ 

23:22 ComnVersionCap 
00b: Common data structures Version 1 Capability. 
All other encodings: Reserved. 

RO 

31:24 DevIDStat 
This field contains the CCIX DeviceID replicated from the ComnCntl1.DevIDCntl 
field described in Table 6-14. 
00h: ComnCntl1.DevIDCntl has not been enumerated or ComnCntl1.DevIDCntl 
has not been replicated. 
01h – FFh: ComnCntl1.DevIDCntl has been replicated. 
CCIX Device initializes to 00h after reset (except FLR). 

RO 
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Figure 6-17 shows the layout of the Primary CCIX Port’s Extended Common Capabilities & Status 2 
(ComnCapStat2) Register at Byte Offset-08h. 

31 0

Cache Line Size Capability

Addr Width Capability

123467

Partial Cache States Capability

Device Discovery Ready Status

Port Aggregation Capability

1819

Readiness Time Value

30 28 27

Readiness Time Scale
8

Multi-Hop Port Aggregation Capability

CCIX Software Services Portal Capability

9

RsvdZ

SAM Alignment Capability

10

CCIX Device HW QACK Capability

CCIX Device QACK

1415

RsvdZ

16

RsvdZ

13

Figure 6-17: ComnCapStat2 Register at Byte Offset-08h  

Table 6-13 describes the ComnCapStat2 Register fields at Byte Offset-08h. 5 

Table 6-13: ComnCapStat2 Register fields at Byte Offset-08h 

Bit 
Location 

Register Description Attributes 

0 DevDiscRdyStat 
This field describes the CCIX Device’s Discovery Readiness Status. 
0b: Indicates the CCIX Device’s DVSEC data structures are not ready to be 
discovered and configured. 
1b: Indicates the CCIX Device’s DVSEC data structures are ready to be discovered 
and configured. 
A CCIX Device must take no longer than <CCIX Device Readiness Time Reported> 
to set the DevDiscRdyStat field. After <CCIX Device Readiness Time Reported> has 
elapsed since a reset, software detecting a zero returned for the DevDiscRdyStat 
field is permitted to conclude that the CCIX Device cannot be 
configured/enumerated. <CCIX Device Readiness Time Reported> is determined 
from the DevRdyTimeScale and DevRdyTimeValue fields. 
Software reading the data structures when the DevDiscRdyStat field is clear, must 
consider the values in those data structures to be transient capabilities & status, 
unless stated otherwise in the individual field definitions. 
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Bit 
Location 

Register Description Attributes 

1 PartialCacheStatesCap 
This field describes whether the CCIX Device supports transactions that operate 
on partial cache lines. 
0b: Partial Cache States not supported. 
1b: Partial Cache States supported. 

RO 

2 PortAggCap 
This field describes whether the CCIX Device supports CCIX Port Aggregation. This 
field must be 0b for a CCIX Device without Multi-Port Capability, i.e. when 
ComnCapStat1.MultiPortDevCap[0] is 0b (see Table 6-12).  
A CCIX Device is permitted to support CCIX Port Aggregation on some CCIX Ports 
but not all CCIX Ports. 
0b: No CCIX Ports on this CCIX Device support CCIX Port Aggregation. 
1b: At least 2 CCIX Ports on this CCIX Device support CCIX Port Aggregation. 
The CCIX Ports which are aggregation capable are described by the 
PortCapStat1.PortAggVctr, described further in Table 6-31. 

RO 

3 CachelineSizeCap 
This field describes the Cacheline size supported on the CCIX Device. 
0b: Indicates only 64B Cacheline size supported. 
1b: Indicates both 64B and 128B Cacheline size supported. 

RO 

6:4 AddrWidthCap 
This field describes the maximum addressing capability supported by CCIX 
Components on the CCIX Device. As a result, this field also describes the maximum 
address decode capabilities of the SAM and/or BAT entries by CCIX Components 
on the CCIX Device. 
000b: 48-bit and lower address width supported. 
001b: 52-bit and lower address width supported. 
010b: 56-bit and lower address width supported. 
011b: 60-bit and lower address width supported. 
100b: 64-bit and lower address width supported. 
All other encodings: Reserved. 

RO for 
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Bit 
Location 

Register Description Attributes 

7 MultiHopPortAggCap 
This field describes whether the CCIX Ports on the CCIX Device that support CCIX 
Port-Aggregation also support sending/receiving aggregated traffic from one set 
of aggregated CCIX Ports to another set of aggregated CCIX Ports on the CCIX 
Device. This field must be 0b for a CCIX Device without CCIX Port aggregation 
capability, i.e. when ComnCapStat2.PortAggCap is 0b. 
0b:  
• No CCIX Ports on this CCIX Device support Multi-Hop CCIX Port Aggregation.
1b:
• At least 2 groups of CCIX Ports on this CCIX Device support Multi-Hop CCIX

Port Aggregation.

RO 

8 SoftwareServicePortalCap 
This field indicates whether the CCIX Device’s Common Control structure includes 
a programmable Portal window for CCIX Software Services. 
0b:  
• CCIX Device does not have a Software Services Portal. Software Services must

be performed by the CCIX Device driver.
1b: 
• CCIX Device has a Software Services Portal for CCIX Software Services as an

alternative, CCIX standardized mechanism, for software services typically
performed by the CCIX Device driver.

• This setting also indicates the presence of the Software Services Portal Size
register, illustrated in Figure 6-14 and described in Table 6-11.

RO 

9 SAMAlignCap 
This field describes the alignment requirement for SAM entries in the CCIX 
Device’s SAM Tables: 
0b:  
• Indicates that SAM entries must be programmed with 4GB aligned Start

Address and End Address combinations, i.e. the SAM Window described by
the SAM entry is 4GB aligned.

1b: 
• Indicates that SAM entries must be programmed with a Start Address that is

2n size aligned, and End Address is Start Address + 2n Size.
• If the total size of the SAM window is <4GB, the SAM window is rounded up

to 4GB size.
• If the total size of the SAM window is not 2n sized, then the SAM window is

rounded up to the next 2n size, implicitly creating a Memory Hole for address
space above the total size.

This field also describes the alignment requirement for BAT entries on this CCIX 
Device for Memory Pools that advertise Base Address Capability (as opposed to 

RO 
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Bit 
Location 

Register Description Attributes 

Fixed Offset Capability), as described by the 
MemPoolEntryCapStat0.MemPoolAddrCap field: 
0b:  
• Indicates that BAT entries must be programmed with a 4GB aligned Base

Address.
1b: 
• Indicates that BAT entries must be programmed with a Base Address that is 2n

size aligned to the total size of a Memory Pool or Memory Pool Group.
• A Memory Pool Group is the contiguous set of Memory Pools where the first

Memory Pool has Base Address Capability and subsequent Memory Pools all
have Fixed Offset Capability.

• If the total size of a Memory Pool or Memory Pool Group is not 2n sized, then
the alignment of the Base Address is rounded up to the next 2n size, implicitly
creating a Memory Hole for address space above the total size.

A 2n size alignment requirement for SAM and BAT Entries can lead to a sparse 
Global System Address Map for a particular CCIX topology, to the extent that 
there is insufficient Physical Address Space to map all the discovered Memory 
Pools, and also achieve the 2n size alignment requirement. 
CCIX Configuration Software may therefore, choose not to enable a CCIX Device 
that declares a SAMAlignCap value of 1b, if a combination of the Address Width 
Capability discovered across all the CCIX Devices, the sizes of all the Memory 
Pools, and the number of CCIX Devices with a 2n size alignment requirement, 
results in insufficient Physical Address Space. 
Implementations are therefore encouraged to declare a SAMAlignCap value of 0b. 

13:10 Reserved and Zero RsvdZ 
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Bit 
Location 

Register Description Attributes 

14 DeviceQACK 
This field describes the CCIX Device’s Quiesce Acknowledgement status. 
0b: CCIX Device not quiesced. 
1b: CCIX Device quiesced. 

If the CCIX Device has Hardware Quiesce Acknowledgement (HW QACK) capability, 
as indicated by a ComnCapStat2.DeviceHWQACKCap value of 1b, then 
ComnCapStat2.DeviceQACK is set by implementation specific methods. Software 
can choose to poll ComnCapStat2.DeviceQACK instead of waiting for the <Device 
Quiesce Time> value to check DeviceQACK if ComnCapStat2.DeviceHWQACKCap 
has a value of 1b.  

If the CCIX Device does not have HW QACK capability as indicated in 
ComnCapStat2.DeviceHWQACKCap value of 0b, the following sequence is 
followed: 

The CCIX Device sets the DeviceQACK bit to a value 1b after completing or 
detecting the following actions in this order: 
1. The CCIX Device detects that the CCIX Device Quiesce Request
(ComnCntl2.DeviceQREQ) Control bit is set.
2. The CCIX Device has not issued any Requests and sent and received all
relevant outstanding Responses, for the duration of <Device Quiesce Time>.
<Device Quiesce Time> is based on the value of ComnCntl2.QACKTimeScale
and ComnCntl2.QACKTimeValue, described further in Table 6-12.
3. Following the transition of the CCIX Device Quiesce Request
(ComnCntl2.DeviceQREQ in Table 6-12) control bit from 0b to 1b, the CCIX
Device must take no longer than 2 * <Device Quiesce Time> to set
DeviceQACK.

After 2 * <Device Quiesce Time>, CCIX Software detecting a zero returned for the 
DeviceQACK field indicates an error condition such that the CCIX Device was 
unable to reach a quiescent state. 

Following the transition of the ComnCntl2.DeviceQREQ control bit from 1b to 0b, 
the CCIX Device must transition the DeviceQACK bit from 1b to 0b. 
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Bit 
Location 

Register Description Attributes 

15 DeviceHWQACKCap 
This field describes the CCIX Device’s Hardware Quiesce Acknowledgement 
Capability. 
0b: 
• CCIX Device does not have a hardware mechanism to achieve a quiescent

state across all CCIX Components on that Device.
1b: 
• CCIX Device has a hardware mechanism to achieve a quiescent state across all

CCIX Components on that Device.

RO 

18:16 Reserved and Zero RsvdZ 

27:19 DevRdyTimeValue 
This field describes the CCIX Device’s Readiness Time Value Encoding where the 
overall <CCIX Device Readiness Time Reported> is DevRdyTimeValue *<CCIX 
Device Readiness Time Multiplier>. 
<CCIX Device Readiness Time Multiplier> is 32DevRdyTimeScalens. 
000h – 1FFh: Encodings for DevRdyTimeValue of 0 through 511. 
A DevRdyTimeValue value of 000h indicates the CCIX Device is always ready to be 
discovered and configured, i.e. ComnCapStat2.DevDiscRdyStat is always 1b. 
The <CCIX Device Readiness Time Reported> must be the longer of the following 
two readiness times: 
1. The readiness time following a Conventional Reset and
2. The readiness time following a Function Level Reset.
The validity of DevRdyTimeValue is not subject to the
ComnCapStat2.DevDiscRdyStat indicator. DevRdyTimeValue is valid at the same
time the CCIX Protocol Layer DVSEC Header is valid.
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Bit 
Location 

Register Description Attributes 

30:28 DevRdyTimeScale 
This field describes the CCIX Device’s Readiness Time Scale Encoding in order to 
generate the <Readiness Time Multiplier> where: 
<CCIX Device Readiness Time Multiplier> is 32DevRdyTimeScale ns. 
0h – 7h: Encodings for DevRdyTimeScale of 0 through 7 which allows for <CCIX 
Device Readiness Time Multiplier> values of 1ns through 34359738368ns. 
DevRdyTimeScale allows encodings 6h and 7h to accommodate CCIX Devices with 
PCIe as the Transport Layer, where the <CCIX Device Readiness Time Reported> is 
larger than the PCIe Readiness Time Reporting optional capability, where a PCIe 
Device can declare a maximum readiness time of approximately 8.5s. 
The validity of DevRdyTimeScale is not subject to the 
ComnCapStat2.DevDiscRdyStat indicator. DevRdyTimeScale is valid at the same 
time the CCIX Protocol Layer DVSEC Header is valid. 
During initialization, should a CCIX Device determine that it’s capable of a lower 
readiness time, the CCIX Device is permitted to reduce its <CCIX Device Readiness 
Time Reported> by either reducing its DevRdyTimeValue, DevRdyTimeScale, or 
both. However, CCIX Configuration Software may use either the original or 
reduced <CCIX Device Readiness Time Reported>. A CCIX Device is not permitted 
to increase its <CCIX Device Readiness Time Reported>. 

RO 

31 Reserved and Zero RsvdZ 

The Primary CCIX Port’s Extended Common Capabilities & Status 3 (ComnCapStat3) Register at Byte Offset-0Ch 
has all bits in the register as Reserved and Zero (RsvdZ). 
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Common Control Data Structures 

Figure 6-18 shows the overall layout of the Primary CCIX Port’s Common Control data structure. Secondary CCIX 
Ports do not have a Common Control data structure. 

The CCIX Device Error Control & Status (DevErrCntlStat) Register at Byte Offset-0Ch is described in Chapter 7 
CCIX RAS Overview. The requirements for, and usage of, the optional Snoop Request Hash Mask Register are 5 

described in Section 6.2.2.1.2.1. The requirements for, and usage of, the optional CCIX Software Services Portal 
structure are described in Section 6.2.2.1.2.2. 

Primary Port Common Control

optional structure for routing Snoop Requests with CCIX Port Aggregation, for CCIX Devices without RSAM

CCIX Component ID = CommonRsvdPNext Control Offset+00
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Figure 6-18: Primary CCIX Port Common Control Structure 
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Figure 6-19 shows the layout of the Common Control 1 (ComnCntl1) Register at Byte Offset-04h. 

31
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Error Agent ID
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RSAM Table Valid

HSAM Table Valid

Mesh Topology Enable

2223

RsvdP

RsvdP

Software Services Portal Enable

Figure 6-19: ComnCntl1 Register at Byte Offset-04h 

Table 6-14 describes the Common Control Register (ComnCntl1) fields at Byte Offset-04h. 

Table 6-14: ComnCntl1 Register fields at Byte Offset-04h 5 

Bit Location Register Description Attributes 

0 DevEnable 
This field controls whether the CCIX Device is configured to send/receive CCIX 
traffic, except for CCIX Protocol Error Messages. 
0b:  Indicates that either the CCIX Device has not been configured, or the 
previously configured CCIX Device has been taken offline. 
1b:  Indicates the CCIX Device is configured and enabled.  
CCIX Device initializes to 0b after reset (except FLR). 
CCIX Device Enable control takes precedence over CCIX Component Enable 
control, i.e. CCIX traffic from all enabled CCIX Components on this CCIX Device 
must be disabled if the CCIX Device is not enabled. 
DevEnable must be 0b if the ComnCapStat2.DevDiscRdyStat field, described 
in Table 6-13 is 0b.  

RW 

1 PrimaryPortEnable 
This field controls enabling the Primary CCIX Port, and the chip-level CCIX 
Protocol Layer control structures in this Primary CCIX Port. 
0b: Primary CCIX Port disabled. 
1b: Primary CCIX Port enabled.  
CCIX Device initializes to 0b after reset (except FLR). 
PrimaryPortEnable must be set to 0b for a CCIX Device when Common 
Capability ComnCapStat1.MultiPortDevCap[1] value is 0b (see Table 6-12). 

RW 
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Bit Location Register Description Attributes 

2 MeshTopologyEnable 
If the CCIX Device is Mesh Topology Capable, i.e. the 
ComnCapStat1.MultiPortDevCap[2] value is 1b (see Table 6-12), the 
MeshTopologyEnable field indicates whether this CCIX Device is enabled as 
part of a Mesh Topology. 
0b: CCIX Device is not enabled as part of a Mesh Topology. 
1b: CCIX Device is enabled as part of a Mesh Topology.  
CCIX Device initializes to 0b after reset (except FLR). 
MeshTopologyEnable must be set to 0b for a CCIX Device when Common 
Capability ComnCapStat1.MultiPortDevCap[2] value is 0b. 
A CCIX Device must reference the Common Control SR-IDM Table, instead of 
the Common Control IDM Table, for the routing of Snoop Responses when 
MeshTopologyEnable value is 1b. 
A CCIX Device declaring Common Capability 
ComnCapStat1.MultiPortDevCap[2] value of 1b can choose to redeploy 
resources dedicated for Mesh Topology for other purposes when 
MeshTopologyEnable value is 0b and ComnCntl1.DevEnable value is 1b. 

RW 

3 Reserved and Preserved RsvdP 

4 PortAggEnable 
This field controls CCIX Device Port Aggregation. 
PortAggEnable is the single cross-port aggregation enable after individual 
CCIX Ports on this CCIX Device have been enabled (PortCntl.PortEnable field in 
Table 6-30). 
0b: CCIX Port Aggregation Disabled. 
1b: CCIX Port Aggregation Enabled. 
CCIX Device initializes to 0b after reset (except FLR). 
PortAggEnable must be 0b if the  ComnCapStat2.PortAggCap field is 0b (see 
Table 6-13). 
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Bit Location Register Description Attributes 

5 IDMTblVal 
This field controls the validity of the entire IDM Table. This field also controls 
the validity of the SR-IDM Table when ComnCapStat1.MultiPortDevCap[2:0] 
has value of 111b (see Table 6-12). 
While IDM Table entries have per-entry Valid bits that control mappings on a 
per-AgentID level, CCIX Software can use a 0b-to-1b transition of IDMTblVal 
to communicate to the CCIX Device that it is done creating the IDM Table, or 
IDM and SR-IDM Table, for the CCIX Device. 
A CCIX Device is permitted to de-assert its ComnCapStat2.DevDiscRdyStat 
indicator following a 1b-to-0b transition of IDMTblVal. 
A CCIX Device is permitted to delay assertion of its 
ComnCapStat2.DevDiscRdyStat indicator following a 0b-to-1b transition of 
IDMTblVal. 
For Memory Requests, an implementation may choose to statically select a 
TgtID from the TgtID pool. The static TgtID selection must be consistent with 
the updated TgtID pool generated after a 0b-to-1b transition of IDMTblVal. 

RW 

6 RSAMTblVal 
This field controls the validity of the entire RSAM Table. 
RSAM Tables must exist in CCIX Devices that contain at least one RA. RSAM 
Tables must also exist in CCIX Devices that have port-to-port forwarding 
capability in order to resolve whether packets are destined to a local HA or an 
HA on another CCIX Device connected via an egress CCIX Port. 
While RSAM Table entries have Valid bits that control address mappings on a 
per-entry level, CCIX Software can use a 0b-to-1b transition of RSAMTblVal to 
communicate to the CCIX Device that it is done creating the RSAM Table for 
the CCIX Device. 
A CCIX Device is permitted to de-assert its ComnCapStat2.DevDiscRdyStat 
indicator following a 1b-to-0b transition of RSAMTblVal. 
A CCIX Device is permitted to delay assertion of its 
ComnCapStat2.DevDiscRdyStat indicator following a 0b-to-1b transition of 
RSAMTblVal. 
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Bit Location Register Description Attributes 

7 HSAMTblVal 
This field controls the validity of the entire HSAM Table. 
HSAM Tables must exist in CCIX Devices that contain at least one HA with 
Memory Expansion Enabled. HSAM Tables must also exist in CCIX Devices that 
have port-to-port forwarding capability in order to resolve whether packets 
are destined to a local SA or an SA on another CCIX Device connected via an 
egress CCIX Port. 
While HSAM Table entries have Valid bits that control address mappings on a 
per-entry level, CCIX Software can use a 0b-to-1b transition of HSAMTblVal to 
communicate to the CCIX Device that it is done creating the HSAM Table for 
the CCIX Device. 
A CCIX Device is permitted to de-assert its ComnCapStat2.DevDiscRdyStat 
indicator following a 1b-to-0b transition of HSAMTblVal. 
A CCIX Device is permitted to delay assertion of its 
ComnCapStat2.DevDiscRdyStat indicator following a 0b-to-1b transition of 
HSAMTblVal. 

RW 

8 SoftwareServicesPortalEnable 
If the CCIX Device has Software Services Portal Capability, i.e. the 
ComnCapStat2.SoftwareServicePortalCap value is 1b (see Table 6-13), the 
SoftwareServicesPortalEnable field indicates whether the CCIX Software 
Services Portal is enabled. 
0b: The CCIX Software Services Portal is disabled. 
1b: The CCIX Software Services Portal is enabled. 
CCIX Device initializes to 0b after reset (except FLR). 
SoftwareServicesPortalEnable must be set to 0b for a CCIX Device when the 
ComnCapStat2.SoftwareServicePortalCap value is 0b. 

RW 

15:9 Reserved and Preserved RsvdP 
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Bit Location Register Description Attributes 

21:16 ErrAgentID 
This field designates the AgentID of an Error Agent (EA) that resides in the 
CCIX Host and receives CCIX Protocol Error (PER) Messages. 
An EA resides in the host. It is mandatory for the Host to have at least one EA. 
For the list of CCIX Agents reachable on the host, a minimum one EA must 
also be reachable. 
It is recommended that CCIX Configuration Software re-use an AgentID for an 
EA so that ID routed PER Messages follow established routes for those from 
one of the Host’s enumerated RAIDs/HAIDs/SAIDs. 
The Host-provided information with respect to the RAs/SAs/HAs/EAs present 
in the host, may also provide proximity information of an EA to the RA/HA/SA 
Agents. Proximity information may be communicated in the same manner as 
proximity information between a Hosts’s RA and HA are communicated. For 
the case where the Host has declared multiple EAs, CCIX Configuration 
Software may then choose to use the Host’s CCIX Agent proximity to this CCIX 
Device in selecting the ErrAgentID for this CCIX Device. 
Unlike the discovery of the CCIX connection graph, and the subsequent 
creation of the CCIX topology, CCIX Configuration Software is not required to 
include EAs in the discovery and topology creation process. 
For IDM Tables created for all enumerated HAID/SAID/RAID, where an EA 
shares one of those CCIX AgentIDs, CCIX Configuration Software does not 
need to comprehend IDM routing explicitly for EAs. 

RW 

23:22 Reserved and Preserved RsvdP 

31:24 DevIDCntl 
This field controls the enumerated CCIX DeviceID programmed by CCIX 
Software. CCIX software must ensure the CCIX DeviceID programmed is 
unique across the CCIX system. 
00h: CCIX Device has not been enumerated. 
01h: FFh: Encodings for enumerating CCIX DeviceID 1 through 255. 
A non-zero DevIDCntl value written by Software to the Primary CCIX Port’s 
Common control structure must be replicated by the CCIX Device to the 
ComnCapStat1.DevIDStat field in all CCIX Common status structures on the 
same CCIX Device. The same non-zero DevIDCntl value must be returned 
when Software reads the ComnCapStat1.DevIDStat field of any of the CCIX 
Common status structures on the CCIX Device. 
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Figure 6-20 shows the layout of the Common Control 2 (ComnCntl2) Register at Byte Offset-08h. 
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Figure 6-20: ComnCntl2 Register at Byte Offset-08h 

Table 6-15 describes the ComnCntl2 Register fields at Byte Offset-08h. 

Table 6-15: ComnCntl2 Register fields at Byte Offset-08h 5 

Bit Location Register Description Attributes 

0 Reserved and Preserved RsvdP 

1 PartialCacheStatesEnable 
This field enables the CCIX Device to handle CCIX transactions that 
operate on partial cachelines. 
0b: Disable. 
1b: Enable. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

2 Reserved and Preserved RsvdP 

3 CachelineSizeEnable 
This field controls the Cacheline size selected on the CCIX Device. 
0b: Indicates only 64B Cacheline size selected. 
1b: Indicates only 128B Cacheline size selected. 
CachelineSizeEnable must be 0b when 
ComnCapStat2.CachelineSizeCap is 0b. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 
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Bit Location Register Description Attributes 

6:4 AddrWidthEnable 
000b: Max 48-bit address width enabled. 
001b: Max 52-bit address width enabled. 
010b: Max 56-bit address width enabled. 
011b: Max 60-bit address width enabled. 
100b: Max 64-bit address width enabled. 
All other encodings: Reserved. 
CCIX Device initializes to 000b after reset (except FLR). 

RW 

13:7 Reserved and Preserved RsvdP 

14 DeviceQREQ 
Device Quiesce Request controls when the CCIX Device will act to 
achieve a quiesced state. There can only be a change in the value, 
0b or 1b, of the corresponding ComnCapStat2.DeviceQACK bit after 
CCIX configuration software changes the value, 0b or 1b, of this 
DeviceQREQ control bit. 
0b: CCIX Device is not required to be quiesced. 
1b: CCIX Device must be quiesced. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

19:15 Reserved and Preserved RsvdP 

20 QACKTimeScale 
This field controls the timescale of the Quiesce Acknowledgement 
Time Value, i.e. QACKTimeValue, and the combination of the 
settings in QACKTimeScale and QACKTimeValue determine the 
Queisce Time of a CCIX Component. 
0b: Timescale is in µs. 
1b: Timescale is in ms. 
CCIX Device initializes to 0b after reset (except FLR). 

RW for 
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Bit Location Register Description Attributes 

31:21 QACKTimeValue 
This field controls the value of the Queisce Time for a CCIX 
Component. 
<Component Queisce Time> for a CCIX Component is based on 
ComnCntl2.QACKTimeScale and ComnCntl2.QACKTimeValue when 
that Component’s Quiesce Request bit transitions from 0b to 1b. 
For example, <Device Quiesce Time> is based on 
ComnCntl2.QACKTimeScale and ComnCntl2.QACKTimeValue when 
DeviceQREQ transitions from 0b to 1b. 
000h: reserved. 
001h: 1 µs if QACKTimeScale is 0b, 1ms if QACKTimeScale is 1b. 
002h: 2 µs if QACKTimeScale is 0b, 2ms if QACKTimeScale is 1b. 
… 
3E8h: 1 ms if QACKTimeScale is 0b, 1s if QACKTimeScale is 1b. 
All values above 3E8h: Reserved. 

CCIX Device initializes to 001h after reset (except FLR). 

RW 

 Snoop Request Hash Mask 

The Snoop Request Hash Mask data structure must be provided by: 

• CCIX Devices that are not intermediate CCIX Components (i.e. CCIX Components that are not CCIX Port-
to-Port Forwarding capable) and support CCIX Port Aggregation, and contain Home Agents but no
Request Agents5 

• CCIX Devices that are intermediate CCIX Components (i.e. CCIX Components are CCIX Port-to-Port
Forwarding capable) and support CCIX Port Aggregation, but do not contain any Home Agents or
Request Agents.

The use of the Snoop Request Hash Mask is described in Section 6.2.2.2.2. The Snoop Request Hash Mask is an 
optional data structure and need not be provided by CCIX Devices that support CCIX Port Aggregation and 10 

contain the RSAM Table. This is because the RSAM data structure contains a Hash Mask that can be used for 
Snoop Request routing as well. 

Table 6-16 describes the Common Control Snoop Request Hash Mask 0 (SnpReqHashMask0) Register field at 
Byte Offset-10h. 

Table 6-16: SnpReqHashMask0 Register field at Byte Offset-10h 15 

Bit 
Location 

Register Description Attributes 

5:0 Reserved and Preserved RsvdP 
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Bit 
Location 

Register Description Attributes 

31:6 SnpReqHashMaskLo 
This field indicates which lower address bits are part of the 
Snoop Request Hash Mask function for the aggregated CCIX 
Ports. This field is only valid when the IDMEntry.NumAggPorts 
field in Table 6-19 is a valid non-zero value. 
For each bit: 
0b: indicates the address bit is not part of the hash mask result. 
1b: indicates the address bit is part of the hash mask result 
SnpReqHashMaskLo[0] must be 0b if the 
ComnCntl2.CachelineSizeEnable field indicates 128B Cacheline 
size is enabled. 

RW 

for 

Eva
luati

on



Hardware Specification for Evaluation Protocol Layer DVSEC 

Protocol Layer and Transport Layer DVSEC       © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 187 of 346 
July 8, 2019 

Table 6-17 describes the Common Control Snoop Request Hash Mask 1 (SnpReqHashMask1) Register field at 
Byte Offset-14h. 

Table 6-17: Common Control Register field at Byte Offset-14h 

Bit 
Location 

Register Description Attributes 

31:0 SnpReqHashMaskHi 
This field indicates which upper address bits are part of the Snoop 
Request Hash Mask function for the aggregated CCIX Ports. This field 
is only valid when the IDMEntry.NumAggPorts field in Table 6-19 is a 
valid non-zero value. 
For each bit: 
0b: indicates the address bit is not part of the hash mask result. 
1b: indicates the address bit is part of the hash mask result. 
The Snoop Request Hash Mask, i.e. {SnpReqHashMaskHi[31:0], 
SnpReqHashMaskLo[31:6]} must match the RSAM Hash Mask, i.e. 
{RSAMHashMaskHi[31:0], RSAMHashMaskLo[31:6]}  of the CCIX 
Device with the Request Agent that is the TgtID of the Snoop 
Request. See Section 6.2.2.3 for a description of the RSAM data 
structure and RSAM Hash Mask. 

RW 

 CCIX Software Services Portal 

The CCIX Software Services Portal allows CCIX configuration software to define a 4GB SAM Window through 5 

which CCIX Software Services descriptors can be provided to the service processor on the CCIX device. The 
services portal is a CCIX standardized method to invoke a service or function, such as memory zeroing, and 
provides an alternative to CCIX configuration software invoking a proprietary device driver to achieve the same 
service or function. 

The CCIX Software Services Portal register is at Byte Offset-10h, i.e. XX in Figure 6-18 is 10h, if the Snoop Request 10 

Hash Mask Structure is not part of the Primary Port Control structure. The CCIX Software Services Portal register 
is at Byte Offset-18h, i.e. XX in Figure 6-18 is 18h, if the Snoop Request Hash Mask Structure is part of the 
Primary Port Control structure. 

Table 6-18 describes the CCIX Software Services Portal register fields at Byte Offset-XXh of the Primary Port 
Control structure. 15 

Table 6-18: Primary Port Control structure fields at Byte Offset-XXh 

Bit Location Register Description Attributes 

31:0 SoftwareServicesPortalBaseAddr 
Indicates the upper 32-bits of the 4GB aligned Base Address of the 
CCIX Software Services Portal. 

RW 
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 IDM Table Structure 

The IDM Table or ID Map Table is used to resolve the destination CCIX PortID and CCIX Link Number for that CCIX 
PortID for a given CCIX AgentID. The IDM table is referenced by CCIX Ports and CCIX Agents. Figure 6-21 shows 
the overall layout of the IDM entries of the IDM Table. With a maximum of 64 CCIX AgentIDs allowed in a CCIX 
topology, the number of IDM entries is 64. 5 

The SR-IDM Table is an auxiliary IDM Table structure that is referenced by a CCIX device in specific topologies for 
specific CCIX Packet types (see Section 6.2.2.2.4). The SR-IDM Table might or might not contain the same routing 
attributes as the IDM Table for a particular CCIX AgentID; however, the structure of the SR-IDM Table, and 
manner in which the SR-IDM Table is referenced, is identical to that of the IDM table. 

Each CCIX AgentID entry has a valid bit to indicate whether that entry is enabled. Software is allowed to set the 10 

Valid bit for non-contiguous CCIX AgentID entries. 

IDM Entry 0 for AgentID 0

31 0

+00

IDM Entry 63 for AgentID 63

31 0

+FC

...

Figure 6-21: IDM Table 

Figure 6-22 shows the layout of an IDM entry. 

DestType
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PID
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NAP

1314
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Figure 6-22: IDM Entry 
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Table 6-19 describes the IDM entry fields. 

Table 6-19: IDM Entry 

Bit 
Location 

Register Description Attributes 

0 AgentIDnVal 
This field indicates whether the mapping for CCIX AgentIDn is enabled and 
valid. 
0b: Indicates either an invalid CCIX AgentID or disabled mapping. 
1b: CCIX AgentID to Local or CCIX PortID mapping is enabled. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

1 AgentIDnDestType 
This field indicates whether the mapping for CCIX AgentIDn is to a Local or 
CCIX Port Destination. 
0b: Local CCIX Agent Destination. 
1b: CCIX Port Destination. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

3:2 Reserved and Preserved RsvdP 

7:4 AgentIDnPortID 
This field describes the CCIX PortID that CCIX AgentIDn is mapped to for 
Entry N of the IDM structure. 
0h to Fh: Encodings for CCIX PortID0 to CCIX PortID15. 

If CCIX Port Aggregation is enabled, the AgentIDnPortID field has encodings 
for Base CCIX PortID with the following encoding restrictions: 
2 CCIX Port Aggregation: Encodings 0h to Eh for Base CCIX PortID0 to Base 
CCIX PortID14. Encoding Fh: Reserved. 
4 CCIX Port Aggregation: Encodings 0h to Ch for Base CCIX PortID0 to Base 
CCIX PortID12. Encodings Dh to Fh: Reserved. 
8 CCIX Port Aggregation: Encodings 0h to 8h for Base CCIX PortID0 to Base 
CCIX PortID8. Encodings 9h to Fh: Reserved. 
16 CCIX Port Aggregation: Encoding 0h for Base CCIX PortID0. Encodings 1h 
to Fh: Reserved. 

CCIX Device initializes to 00h after reset (except FLR). 
AgentIDnPortID must be 0h when IDMEntry.AgentIDnDestType is 0b. 

RW 

9:8 Reserved and Preserved RsvdP 
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Bit 
Location 

Register Description Attributes 

13:10 NumAggPorts 
This field indicates whether CCIX Port Aggregation is enabled for this CCIX 
AgentID and if enabled, the number of aggregated CCIX Ports. The encoding 
is such that the number of aggregated CCIX Ports is (NumAggPorts + 1) when 
the NumAggPorts field contains a valid, non-zero value. However, the total 
number of aggregated CCIX Ports is restricted to 2n where valid values for n 
are 0, 1, 2, 3, and 4. 
0h:  
• Indicates Aggregation is disabled, i.e. 2n = 1.
• The AgentIDnPortID field in this case is the singular CCIX Port for this

CCIX AgentID.
1h, 3h, 7h, Fh: 
• Indicates the number of additional CCIX Ports aggregated.
• The maximum number of additional CCIX Ports that can be expressed is

15, i.e. a total of 16 CCIX Ports can be aggregated.
• The AgentIDnPortID field in this case is Base CCIX PortID (BasePortID).

The subsequent CCIX Ports must be linearly enumerated from this
BasePortID. BasePortID is not required to be 2n aligned.

All other encodings: Reserved. 
CCIX Device initializes to 0h after reset (except FLR). 
NumAggPorts must be 0h when IDMEntry.AgentIDnDestType is 0b. 

RW 

14 Reserved and Preserved RsvdP 

20:15 AgentIDnLinkID 
This field describes the CCIX LinkID that CCIX AgentIDn is mapped to for 
Entry N of the IDM structure. 
00h to 3Fh: Encodings for CCIX LinkID0 to CCIX LinkID63. 

If CCIX Port Aggregation is enabled, the same CCIX LinkID must be setup on 
all aggregated CCIX Ports for traffic for this CCIX AgentID. 
CCIX Device initializes to 00h after reset (except FLR). 
AgentIDnLinkID must be 00h when IDMEntry.AgentIDnDestType is 0b. 

RW 

31:21 Reserved and Preserved RsvdP 
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 IDM Table Usage by CCIX Components 

The IDM Table structure is referenced by different CCIX Components: 

• CCIX Port:

o IDM structure is referenced in order to resolve either the next-hop destination CCIX
Port/Link or the last-hop local destination for inbound CCIX AgentID routed CCIX Packets.5 

How the CCIX Packet is routed to the last-hop local destination is implementation specific.

• CCIX Agents (HA/RA/SA):

o IDM structure is referenced in order to resolve the destination CCIX Port/Link for outbound
CCIX AgentID routed CCIX Packets.

o The CCIX AgentID used to index into the IDM can only belong to destination CCIX Agents.10 

The destination CCIX Agents cannot be both HA and SA for the same index, i.e. separate
CCIX AgentIDs, and therefore separate IDM entries, with unique CCIX Port/Link must be
used instead.

o The IDM structure may be referenced in order to resolve to a destination Local CCIX Agent.
However, the routing from source CCIX Agents to destination CCIX Agents on the same CCIX15 

Device is implementation specific, i.e. CCIX Configuration Software disabling CCIX AgentID
mapping in the IDM structure does not guarantee that access has been disabled from source
CCIX Agents to destination CCIX Agents on the same CCIX Device.

o HA initiated Snoop Request ID routed packets to aggregated CCIX Ports have additional IDM
Table usage considerations, described in Section 6.2.2.2.3.20 

o RA initiated Snoop Response ID routed packets have additional IDM Table usage
considerations for nodes in Mesh Topologies, described in Section 6.2.2.3.4.

Routing of Responses for CCIX AgentIDs with CCIX Port 
Aggregation 

For the case where a destination CCIX AgentID has aggregation enabled, the source CCIX Agent requires 25 

implementation-specific mechanisms other than the IDM Table to resolve the destination CCIX PortID for the 
routing of Response packets. This is because the IDM Table will only resolve the destination CCIX AgentID to the 
base destination CCIX PortID. 

• Example: An RSAM entry has CCIX Port aggregation enabled to two CCIX Ports, CCIX Port1 and CCIX
Port2. When inbound CCIX Snoop Requests from a Home Agent are serviced by that Request Agent, the30 

Snoop Responses must have alternative mechanisms to send the Snoop Response back to the CCIX
Port#, CCIX Port1 or CCIX Port2, from which the Snoop Request was sent since the IDM Table will only
indicate the Base CCIX Port Number, CCIX Port1, of the Aggregated CCIX Port for that Home AgentID.

 Routing of Snoop Requests for CCIX Devices with CCIX Port 
Aggregation 35 

Snoop Requests are ID-routed CCIX packets. However, for the case of CCIX Port aggregated TgtIDs of Snoop 
Requests, the IDM Table only indicates the Base CCIX PortID (BasePortID) of the aggregated CCIX Ports for 
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routing the Snoop Request. The Snoop Address and Hash Mask are used to determine the destination CCIX 
PortID via the Aggregated Port Selection Function (APSF, as described in Section 6.2.2.3.3). 

A CCIX Device with at least one Request Agent must reference the RSAM Table Hash Mask (see Figure 6-23) for 
determining the CCIX PortID for Snoop Requests. 

A CCIX Device with no Request Agents must reference the Snoop Request Hash Mask (see Figure 6-18) for 5 

determining the CCIX PortID for Snoop Requests. 

Routing of Snoop Responses for CCIX Devices that support Mesh 
Topologies 

CCIX Devices enabled in a Mesh Topology (see MeshTopologyEnable field in Table 6-14) must reference the SR-
IDM Table for determining the CCIX PortID for Snoop Responses. A description of this requirement is described 10 

in Chapter 3, Protocol Layer. 

 SAM Table Structure 

The SAM Table, or System Address Map Table, is used to resolve the destination CCIX Component (CCIX PortID) 
for a given Address. The SAM Table is referenced by CCIX Ports and CCIX Agents for address routed packets. 
Figure 6-23 shows the overall layout of the SAM Table. The SAM Table structure contains one or more entries. 15 

The SAM Table Size along with the SAM Table Type supported by the CCIX Component indicates the number of 
SAM entries available for setup and the index into each SAM entry. 

Each SAM entry has a valid bit to indicate whether that entry is enabled. Software is allowed to set the Valid bit 
for non-contiguous SAM entries. 

The address range mapped by a particular valid SAM entry must not overlap with an address range mapped in 20 

any other valid SAM entry. However, when the HA and SA Address Space are independent of each other, overlap 
of Address name-space between HBAT/RSAM and SBAT/HSAM Tables is allowed. 

When the CCIX Device has CCIX Port Aggregation Capability, as indicated by the ComnCapStat2.PortAggCap field 
(see Table 6-13), the SAM Table structure is extended by two DW for the Hash Mask Register as shown in Figure 
6-23.25 

The Hash Mask applies to all SAM Entries where the SAMEntryAttr.NumAggPorts field indicates CCIX Port 
Aggregation (see Table 6-20). 
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SAM Entry 0

31 0

+00

SAM Entry n

31 0

+n*0C

...

0

Reserved+(n+1)*0C

5

SAM Hash Mask[31:6]

31

+(n+1)*0C + 04 SAM Hash Mask[63:32]

031

6

Figure 6-23: SAM Table 

 Common SAM Entry 

Figure 6-24 shows the layout of a SAM Entry.  
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Figure 6-24: SAM Entry 
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Table 6-20 describes the SAM Entry Attribute (SAMEntryAttr) Register fields at Byte Offset-00h of the SAM Entry. 

Table 6-20: SAMEntryAttr Register fields at Byte Offset-00h 

Bit 
Location 

Register Description Attributes 

0 SAMEntryVal 
This field indicates whether the SAM Entry is valid. 
0b: Indicates no CCIX Port is mapped in this entry. 
1b: Indicates a CCIX Port is mapped in this entry. 

RW 

1 DestType 
Describes whether a CCIX Agent or CCIX Port is mapped to the Base 
Address described in this SAM entry. 
0b: Local CCIX Agent Destination. 
1b: CCIX Port Destination. 

RW 

3:2 Reserved and Preserved RsvdP 

7:4 PortID 
Indicates the CCIX PortID (when CCIX Port is indicated by the 
SAMEntryAttr.DestType field) mapped to the address range described in 
this SAM entry. 
For aggregated CCIX Ports, i.e. when the  SAMEntryAttr.NumAggPorts field 
contains a valid, non-zero value, PortID indicates the Base CCIX PortID 
(BasePortID). 
PortID must be 0h when SAMEntryAttr.DestType is 0b. 

RW 

9:8 Reserved and Preserved RsvdP 
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Bit 
Location 

Register Description Attributes 

13:10 NumAggPorts 
This field indicates the number of aggregated CCIX Ports when a CCIX Port 
destination is indicated in the SAMEntryAttr.DestType field. The encoding 
is such that the number of aggregated CCIX Ports is (NumAggPorts + 1) 
when the NumAggPorts field contains a valid, non-zero value. However, 
the total number of CCIX Aggregated Ports is restricted to 2n where valid 
values for n are 0, 1, 2, 3, and 4. 
0h: 
• Indicates Aggregation is disabled, i.e. 2n = 1.
• The SAMEntryAttr.PortID field in this case is the singular CCIX Port for

that SAM entry.
1h, 3h, 7h, Fh: 
• Indicates the number of additional CCIX Ports aggregated.
• The maximum number of additional CCIX Ports that can be expressed

is 15, i.e. a total of 16 CCIX Ports can be aggregated.
• The  SAMEntryAttr.PortID field in this case is Base CCIX PortID

(BasePortID). The subsequent CCIX Ports must be linearly enumerated
from this BasePortID. BasePortID is not required to be 2n aligned.

All other encodings: Reserved. 
CCIX Device initializes to 0h after reset (except FLR). 
NumAggPorts must be 0h when SAMEntryAttr.DestType is 0b. 
Address regions with CCIX Device Memory Type attribute must not have 
an aggregated CCIX Port type, i.e. NumAggPorts must be 0h for a SAM 
Entry that describes CCIX Device Memory Type SAM Window destinations. 
CCIX Port Aggregation is only permitted for address regions with Normal 
Memory Type attribute. 

RW 

31:14 Reserved and Preserved RsvdP 
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Table 6-21 describes the SAM Entry Address 0 (SAMEntryAddr0) Register field at Byte Offset-04h. 

Table 6-21: SAMEntryAddr0 Register field at Byte Offset-04h 

Bit Location Register Description Attributes 

31:0 StartAddr 
Indicates the 4GB or 2n size aligned Start Address described in this SAM 
entry. The constraint of 4GB or 2n size alignment is based on the 
ComnCapStat2.SAMAlignCap value for this CCIX Device (see Table 
6-13).

RW 

Table 6-22 describes the SAM Entry Address 1 (SAMEntryAddr1) Register field at Byte Offset-08h. 

Table 6-22:  SAMEntryAddr1 Register field at Byte Offset-08h 

Bit 
Location 

Register Description Attributes 

31:0 EndAddr 
Indicates the 4GB or 2n size aligned End Address described in this SAM 
entry. The constraint of 4GB or 2n size alignment is based on the 
ComnCapStat2.SAMAlignCap value for this CCIX Device (see Table 6-13). 

RW 

Hash Mask 5 

Table 6-23 describes the SAM Hash Mask 0 (SAMHashMask0) Register field at Byte Offset-00h of the SAM Hash 
Mask in Figure 6-23.

Table 6-23: SAMHashMask0 Register field at Byte Offset-00h of the SAM Hash Mask 

Bit 
Location 

Register Description Attributes 

5:0 Reserved and Preserved RsvdP 

31:6 SAMHashMaskLo 
This field indicates which lower address bits are part of the mask result for 
the aggregated CCIX Ports. This field is only valid when the 
SAMEntryAttr.NumAggPorts field in Table 6-20 is a valid, non-zero, value. 
For each bit: 
0b: indicates the address bit is not part of the hash mask result. 
1b: indicates the address bit is part of the hash mask result 
SAMHashMaskLo[0] must be 0b if the ComnCntl2.CachelineSizeEnable field 
indicates 128B Cacheline size is enabled. 

RW 
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Table 6-24 describes the Hash Mask 1 (SAMHashMask1) Register field at Byte Offset-04h of the SAM Hash Mask 
in Figure 6-23. 

Table 6-24:  SAMHashMask1 Register field at Byte Offset-04h of the SAM Hash Mask 

Bit Location Register Description Attributes 

31:0 SAMHashMaskHi 
This field indicates which upper address bits are part of the hash function 
for the aggregated CCIX Ports. This field is only valid when the 
SAMEntryAttr.NumAggPorts field in Table 6-20 is a valid non-zero value. 
For each bit: 
0b: indicates the address bit is not part of the hash mask result. 
1b: indicates the address bit is part of the hash mask result. 
For balanced distribution across the aggregated CCIX Ports, the total 
number of bits set to 1b across {SAMHashMaskHi[MAW-1:32], 
SAMHashMaskLo[31:6]} must be ≥ n, where 2n is number of aggregated 
CCIX Ports indicated by the SAMEntryAttr.NumAggPorts field in Table 6-20. 
If different SAM entries have different SAMEntryAttr.NumAggPorts values, 
then the rule for balanced distribution is applied based on largest 
SAMEntryAttr.NumAggPorts value across valid SAM entries. 

RW 
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Aggregated Port Selection Function 

Figure 6-25 illustrates the Aggregated Port Selection Function (APSF) that is applied to the input address when 
the destination type indicates an aggregated CCIX Port. 

[NAP:0]

0

Input Address[MAW-1:6]

63

5

Hash Mask[MAW-1:6]

63 6

MAW (MAW-1)

all-zeros

056

all-zeros

&

XOR

all-zeros

Mask Result[MRW-1:6]

63 056

all-zerosall-zeros

MRW (MRW-1)

MAW (MAW-1)

all-zeros

Figure 6-25: Aggregated Port Selection Function 5 

The Cacheline aligned Input Address is entered into the selection function 

o In Figure 6-25 the CachelineSizeEnable value that is used indicates 64B Cacheline Size but
the APSF remains the same if the CachelineSizeEnable value used were to indicate a 128B
Cacheline Size.

o In Figure 6-25 the AddrWidthEnable value that is used indicates the Max Address Width10 

(MAW) enabled is less than 64, and therefore Input Address[63:MAW] must be zero. But the
APSF remains the same if the AddrWidthEnable value used were to indicate MAW is 64.

The Cacheline aligned Input Address is filtered through the Hash Mask to generate the Mask_Result. 

• The Mask_Result goes through a hash function to determine the aggregated CCIX Port. M is the integer
multiple necessary to achieve a Max Result Width (MRW) greater than or equal to the Max Address15 

Width. The “^” symbol represents the bitwise XOR operator, with the bit-width of the operands being a
function of the number of aggregated ports:

o 2n CCIX Ports: CCIX Port[n-1:0] = Mask_Result[6+M*n-1:6+(M-1)*n]… ^ Mask_Result[6+2n-
1:6+n] ^ Mask_Result[6+n-1:6]

o 2 CCIX Ports: CCIX Port[0] = …Mask_Result[7] ^ Mask_Result[6]20 

o 4 CCIX Ports: CCIX Port[1:0] = …Mask_Result[9:8] ^ Mask_Result[7:6]

o 8 CCIX Ports: CCIX Port[2:0] = …Mask_Result[11:9] ^ Mask_Result[8:6]
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o 16 CCIX Ports: CCIX Port[3:0] = …Mask_Result[13:10] ^ Mask_Result[9:6]

The hash function to determine the aggregated CCIX Port for 128B Cacheline size is the same as above 
due to the SAMHashMaskLo[0] restriction as noted in Table 6-23. If the MAW is not an integer multiple 
of “n” in 2n CCIX Ports, then the MSBs of the Mask_Result must be zero-extended up to the Max Result 
Width. 5 

o For 64B Cacheline:  Mask_Result[6+M*n-1:MAW] are all-zeros

o For 128B Cacheline: Mask_Result[7+M*n-1:MAW] are all zeros

o Having Mask_Result zero-extended does not lead to an imbalance in address distribution
across those 2n CCIX Ports because of the “≥ n” Hash Mask restriction as described in Table
6-24.10 

SAM Table Usage and Restrictions for CCIX Components 

As described in Section 6.2.1.8 , there are two unique Address Maps, both of which are described by the SAM 
Table data structure. The Request Agent Address Map across the CCIX System is described in RSAM Tables, 
present in CCIX Devices that contain Request Agents or multi-port CCIX Devices that support CCIX Port-to-Port 
forwarding. The Home Agent Address Map across the CCIX System is described in the HSAM Tables, present in 15 

CCIX Devices that contain Home Agents that have Memory Expansion enabled, or multi-port CCIX Devices that 
support CCIX Port-to-Port forwarding. 

This section describes how the SAM Table structure is referenced by CCIX Components and restrictions based on 
the CCIX Component Type: 

CCIX Port: 20 

o The SAM structure is referenced in order to resolve either the next-hop destination CCIX
Port or the last-hop destination Local CCIX Agent for inbound Address routed CCIX Packets.
How the CCIX Packet is routed to the last-hop Local CCIX Agent is implementation specific.

o Based on the CCIX Link Entry Address Type, described further in Table 6-39, a CCIX Link may
reference either RSAM Tables, or HSAM Tables:25 

− The RSAM Table is referenced for Address routed CCIX Packets that originated in a Request Agent
and have a Home Agent destination, whether the SAM entry identifies the destination as a local
Home Agent or whether the packet is to be routed to the next destination CCIX Port.

− Similarly, the HSAM Table is referenced for Address routed CCIX Packets that originated in a
Home Agent and have a Slave Agent destination, whether the SAM entry identifies the30 

destination as a local Slave Agent or whether the packet is to be routed to the next destination
CCIX Port.

CCIX Agents (HA/RA/SA): 

o The SAM structure is referenced in order to resolve if the address routed packet is Local or
routed to a CCIX Port.35 

o The Address used to match into the SAM may only belong to CCIX Ports, i.e. SAM entries
may only have a SAMEntryAttr.DestType encoding of 1b (see Table 6-20).
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o The SAM structure is not referenced in order to resolve to a destination Local CCIX Agent;
the routing from source CCIX Agents to destination CCIX Agents on the same CCIX Device is
implementation specific, i.e. disabling an Address mapping in the SAM structure may not
disable access from source CCIX Agents to destination CCIX Agents on the same CCIX Device.

HA: 5 

When Memory Expansion is enabled, the HSAM structure is referenced in order to resolve a Slave 
Agent address to its destination CCIX Port. 

The RSAM structure, if present, can be referenced if the Home Agent is the Aggregated Local CCIX 
Agent target in order to determine the APSF for Snoops to RAs. 

RA: 10 

The RSAM structure is referenced in order to resolve a Home Agent address to its destination CCIX 
Port. 

 Memory Pool and BAT Structures 

Memory Pool Capability structures describe the size, type, and attributes of the memory pools. The Base 
Address Table (BAT) is the corresponding Control structure associated with the Memory Pool Capability 15 

structure. The BAT is used to resolve the destination Memory Pool for a given Address in the SAM. 

Memory Pool Capability structures are declared by Home Agents and Slave Agents only. Similarly, the 
corresponding BAT Control structure is referenced by Home Agents and Slave Agents only and its usage is 
further described in Section 6.2.2.7 and Section 6.2.2.9 respectively. There is a one-to-one correspondence 
between a Memory Pool Capability structure, also known as a Memory Pool Entry, and a BAT Control structure, 20 

also known as a BAT Entry. Therefore, Home Agents and Slave Agents must have the same number of Memory 
Pool Entries and BAT Entries. 

The BAT structure contains one or more entries where the entries are formatted either as Base Address Type 
entries or Fixed Offset Type entries based on the Memory Pool Addressing Capability field in the CCIX Agent’s 
corresponding Memory Pool Capabilities & Status structure. When the Memory Pool Addressing Capability field 25 

indicated is Fixed Offset type, the enabled BAT entry is at a Fixed Offset from the Base Address of the previous 
enabled BAT entry associated with a Memory Pool that has Base Address type Addressing Capability. 
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Memory Pool Capabilities & Status Structure 

Figure 6-26 shows overall the layout of Memory Pool Capabilities & Status structure. The structures from Entry 0 
to Entry n linearly describe the Capabilities & Status of Memory Pools 0 to n. 

Memory Pool 0 Entry Capabilities & Status

...
Memory Pool n Entry Capabilities & Status

Figure 6-26: Memory Pool Capabilities & Status structure 5 

Figure 6-27 shows the layout of registers for a Memory Pool Capabilities & Status Entry. 

Pool Size[63:32]+04

+00 Pool Size[31:16] F

0

0

31

31

16 13

GenMemType

36

RMemAttr

781011

ExtMemAttrRsvdZ

1415 1

SpMemType

4

Figure 6-27: Memory Pool Entry Capabilities & Status Registers 

Table 6-25 describes the Memory Pool Entry Capabilities & Status 0 (MemPoolEntryCapStat0) register fields at 
Byte Offset-00h. 10 

Table 6-25: MemPoolEntryCapStat0 Register fields at Byte Offset-00h 

Bit 
Location 

Register Description Attributes 

0 MemPoolDiscRdyStat 
This field indicates this Memory Pool’s Discovery Ready Status. 
0b: Indicates the Memory Pool entry and its capabilities & status are not ready to 
be discovered and configured. 
1b: Indicates the Memory Pool entry and its capabilities & status are ready to be 
discovered and configured. 

RO 
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Bit 
Location 

Register Description Attributes 

3:1 MemPoolGenMemTypeCap 
This field indicates this Memory Pool’s General Memory Type Capability. 
0h: Indicates Other and/or Non-Specified Memory Type. 
1h: Indicates Expansion Memory Type. 
• A Memory Expansion Pool must have an

MemPoolEntryCapStat0.MemPoolAddrCap field value of 0b (see Table 6-25),
i.e. the pool must have 4GB or minimum 4GB, 2n size aligned addressing
capability.

• This encoding is only allowed for Home Agent Memory Pool entries and
reserved for Slave Agent Memory Pool entries.

• This encoding is only allowed if the HA claims memory expansion capability
via the HACapStat.HAMemExpnCap bit.

• The Total Pool Size, [MemPoolSizeCapHi,MemPoolSizeCapLo], indicates the
size of the Memory Expansion Pool that can be hosted by this HA.

• A Memory Expansion Pool may be mapped to one or more SAs.
• The MemPoolSpcificMemTypeCap field must be 0h.
2h: Indicates a Memory Hole.
• There is no memory in this Memory Pool, and the CCIX Device has reserved

this memory region to prevent it from being addressable as System Memory.
• This encoding is allowed for Home Agent and Slave Agent Memory Pool

entries.
• The Total Pool Size, [MemPoolSizeCapHi,MemPoolSizeCapLo], indicates the

size of the Memory Hole.
• The MemPoolSpcificMemTypeCap field must be 0h.
3h: Indicates ROM Memory Type.
4h: Indicates Volatile Memory Type.
5h: Indicates Non-Volatile Memory Type.
6h: Indicates Device/Register Memory Type.
All other encodings: Reserved.
The MemPoolGenMemTypeCap encoding of 0h is permitted for declaring a
memory type that could also have been described by encodings 3h – 6h.

RO 
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Bit 
Location 

Register Description Attributes 

6:4 MemPoolSpcificMemTypeCap 
This field indicates this Memory Pool’s Specific Memory Type Capability. This is 
an optional capability, and if not supported, the field must indicate a value of 0h. 
0h: Indicates Other and/or Non-Specified Memory Type. 
1h: Indicates SRAM Memory Type. 
2h: Indicates DDR Memory Type. 
3h: Indicates NVDIMM-F Memory Type. 
4h: Indicates NVDIMM-N Memory Type. 
5h: Indicates HBM Memory Type. 
6h: Indicates Flash Memory Type. 
7h: Reserved. 
The MemPoolSpcificMemTypeCap encoding of 0h is permitted for declaring a 
memory type that could also be described by encodings 1h – 6h. 

RO 

7 MemPoolAddrCap 
This field indicates this Memory Pool’s Addressing Capability. 
0b:  
• Indicates this Memory Pool Entry must be addressed by a 4GB aligned Base

Address, or a minimum 4GB, 2n size aligned Base Address. The constraint of
4GB or 2n size alignment is based on the ComnCapStat2.SAMAlignCap value
for this CCIX Device (see Table 6-13).

• The MemPoolAddrCap field of Memory Pool Entry 0 must indicate a value of
0b.

1b: 
• Indicates that this Memory Pool Entry n must be at a fixed offset from

Memory Pool Entry (n-1).
• This encoding is allowed for both Home Agent and Slave Agent Memory Pool

entries.
• The fixed offset of Memory Pool Entry n is required to be fixed at the Base

Address + Total Pool Size, where Total Pool Size is the sum of the sizes of all
Memory Pool Entries in the Memory Pool Group preceding Memory Pool
Entry n.

RO 

10:8 MemPoolMemAttr 
This field indicates this Memory Pool’s General Memory Attribute. 
000b: Indicates CCIX Device Memory Attribute. 
100b: Indicates CCIX Normal Non-Cacheable Memory Attribute . 
101b: Indicates CCIX Normal Cacheable Memory Attribute. 
All other encodings: Reserved. 
While memory attribute capabilities are declared in DVSEC data structures, 
memory attribute control is via Page Table Entries. This includes control of the 
fine-grained memory attributes expressed in the ReqAttr field of a CCIX packet. 

RO 
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Bit 
Location 

Register Description Attributes 

13:11 MemPoolExtMemAttr 
This field indicates this Memory Pool’s Extended Memory Attribute. 
000b: Indicates System Memory with no Extended Memory Attributes. 
001b: Indicates Private Memory. Unlike System Memory, which has no allocation 
restrictions across the system, Private Memory has allocation restrictions 
enforced via the CCIX Device Driver (akin to PCIe Driver controlled MMIO). 
All other encodings: Reserved. 

RO 

15:14 Reserved and Zero RsvdZ 

31:16 MemPoolSizeCapLo 
This field indicates the 16 LSB bit encodings for the Pool Size supported by this 
Memory Pool. The Total Pool Size Capability, in integer multiples of 64KB, is 
indicated by the combination of the Lower and Upper Bits of the Memory Pool 
Size Capability field or [MemPoolSizeCapHi, MemPoolSizeCapLo] where 
MemPoolSizeCapHi is described in the MemPoolEntryCapStat1 Register at Byte 
Offset 04h of the BAT Capabilities & Status entry. 
[MemPoolSizeCapHi,MemPoolSizeCapLo]:   Size Capability. 
Examples: 
[00000000h, 0000h]:     64K Pool Size Capability. 
[00000000h, 05FFh]:     96MB Pool Size Capability. 
[00000000h, FFFFh]:     4GB Pool Size Capability. 
[00000001h, 7FFFh]:     6GB Pool Size Capability. 

RO 

Table 6-26 describes the Memory Pool Entry Capabilities & Status 1 (MemPoolEntryCapStat1) Register fields at 
Byte Offset-04h. 

Table 6-26: MemPoolEntryCapStat1 Register fields at Byte Offset-04h 

Bit Location Register Description Attributes 

31:0 MemPoolSizeCapHi 
This field indicates the 32 MSB bit encodings for the Pool Size 
Supported by this Memory Pool. The Total Pool Size Capability, in 
integer multiples of 64KB, is indicated by the combination of the 
Lower and Upper Bits of the Memory Pool Size Capability field or 
[MemPoolSizeCapHi,MemPoolSizeCapLo]. 

RO 
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BAT Control Structure 

Figure 6-28 shows overall the layout of BAT Control structure. The structures from Entry 0 to Entry n linearly 
describe the Controls for Memory Pools 0 to n. 

Base Address Table Entry 0 Controls

Base Address Table Entry n Controls

...

Figure 6-28: BAT Control structure5 

The MemPoolEntryCapStat0.MemPoolAddrCap field, described further in Table 6-25, is the only indication 
whether BAT Entry > 0 is formatted differently from BAT Entry 0. 

 BAT Base Address Type Control Entry 

Figure 6-29 shows the layout of Registers for a BAT Base Address Type Control Entry. 

Base Address [63:32]

RsvdP

0

31

31

+04

+00

01

BAT Entry Valid
Mem Expn Atomic Support Control
Mem Expn CMO Support Control

23

10 

Figure 6-29: BAT Base Address Type Entry (BATBaseAddrTypeEntry) Control Registers 

Table 6-27 describes the BAT Base Address Type Entry Control 0 (BATBaseAddrTypeEntryCntl0) Register fields at 
Byte Offset-00h. 

Table 6-27: BATBaseAddrTypeEntryCntl0 Register Fields at Byte Offset-00h 

Bit 
Location 

Register Description Attributes 

0 BATEntryVal 
This field indicates whether the BAT Entry is valid. 
0b: Indicates this Memory Pool is not enabled, and no SAM Base 
Address is mapped in this entry. 
1b: Indicates this Memory Pool is enabled, and a SAM Base Address is 
mapped in this entry. 

RW 
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Bit 
Location 

Register Description Attributes 

1 MemExpnAtomicSupportCntl 
This field indicates whether the Slave Agent mapped to this BAT Entry 
has Atomic Support. This field is only valid for Memory Expansion BAT 
Entries, i.e. BAT Entries where the corresponding Memory Pool Entry 
indicates a MemPoolEntryCapStat0.MemPoolGenMemTypeCap field 
value of 1h. 

0b: Indicates the Slave Agent is not capable of supporting Atomic 
transactions. The HA must service the Atomic transaction itself and can 
only issue second-order ReadNoSnp and/or WriteNoSnp transactions, 
if necessary, to the Slave Agent as part of the Atomic Operation. 
1b: Indicates the Slave Agent is capable of supporting Atomic 
transactions. The HA may optionally offload the Atomic transaction to 
the Slave Agent which is capable of servicing the Atomic transaction. 
RsvdZ: For BAT Entries where the corresponding Memory Pool Entry 
indicates a MemPoolEntryCapStat0.MemPoolGenMemTypeCap field 
value other than 1h. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

2 MemExpnCMOSupportCntl 
This field indicates whether the Slave Agent mapped to this BAT Entry 
has CMO Support. This field is only valid for Memory Expansion BAT 
Entries, i.e. BAT Entries where the corresponding Memory Pool Entry 
indicates a MemPoolEntryCapStat0.MemPoolGenMemTypeCap field 
value of 1h. 

0b: Indicates the Slave Agent is not capable of supporting CMO 
transactions. The HA must service the CMO transaction itself. 
1b: Indicates the Slave Agent is capable of supporting CMO 
transactions. The HA may optionally offload the servicing of the CMO 
transaction to the Slave Agent which is capable of servicing the CMO 
transaction. 
RsvdZ: For BAT Entries where the corresponding Memory Pool Entry 
indicates a MemPoolEntryCapStat0.MemPoolGenMemTypeCap field 
value other than 1h. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

31:3 Reserved and Preserved RsvdP 

Table 6-28 describes the BAT Base Address Type Entry Control 1 (BATBaseAddrTypeEntryCntl1) Register fields at 
Byte Offset-04h. 
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Table 6-28: BATBaseAddrTypeEntryCntl1 Register fields at Byte Offset-04h 

Bit 
Location 

Register Description Attributes 

31:0 BATEntryBaseAddr 
Indicates the 4GB aligned Base Address, or a minimum 4GB, 2n size 
aligned Base Address, of the Memory Pool described in this BAT entry. 
The constraint of 4GB or 2n size alignment is based on the 
ComnCapStat2.SAMAlignCap value for this CCIX Device (see Table 
6-13).

RW 

 BAT Fixed Offset Type Control Entry 

Figure 6-30 shows the layout of the BAT Fixed Offset Type Control Entry Register. 

Figure 6-30: BAT Fixed Offset Type Control Entry 5 

Table 6-29 describes the BAT Fixed Offset Type Entry Control (BATFixedOffsetTypeEntryCntl) Register fields. 

Table 6-29: BATFixedOffsetTypeEntryCntl Register fields 

Bit 
Location 

Register Description Attributes 

0 BATEntryVal 
This field indicates whether the BAT Entry is valid. 
0b: Indicates this Memory Pool is not enabled and no SAM Address is 
mapped in this entry. 
1b: Indicates this Memory Pool is enabled, and a SAM Address is 
mapped in this entry. 

RW 
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Bit 
Location 

Register Description Attributes 

1 MemExpnAtomicSupportCntl 
This field indicates whether the Slave Agent mapped to this BAT Entry 
has Atomic Support. This field is only valid for Memory Expansion BAT 
Entries, i.e. BAT Entries where the corresponding Memory Pool Entry 
indicates a MemPoolEntryCapStat0.MemPoolGenMemTypeCap field 
value of 1h. 

0b: Indicates the Slave Agent is not capable of supporting Atomic 
transactions. The HA must service the Atomic transaction itself and can 
only issue second-order ReadNoSnp and/or WriteNoSnp transactions, 
if necessary, to the Slave Agent as part of the Atomic Operation. 
1b: Indicates the Slave Agent is capable of supporting Atomic 
transactions. The HA may optionally offload the Atomic transaction to 
the Slave Agent which is capable of servicing the Atomic transaction. 
RsvdZ: For BAT Entries where the corresponding Memory Pool Entry 
indicates a MemPoolEntryCapStat0.MemPoolGenMemTypeCap field 
value other than 1h. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

2 MemExpnCMOSupportCntl 
This field indicates whether the Slave Agent mapped to this BAT Entry 
has CMO Support. This field is only valid for Memory Expansion BAT 
Entries, i.e. BAT Entries where the corresponding Memory Pool Entry 
indicates a MemPoolEntryCapStat0.MemPoolGenMemTypeCap field 
value of 1h. 

0b: Indicates the Slave Agent is not capable of supporting CMO 
transactions. The HA must service the CMO transaction itself. 
1b: Indicates the Slave Agent is capable of supporting CMO 
transactions. The HA may optionally offload the servicing of the CMO 
transaction to the Slave Agent which is capable of servicing the CMO 
transaction. 
RsvdZ: For BAT Entries where the corresponding Memory Pool Entry 
indicates a MemPoolEntryCapStat0.MemPoolGenMemTypeCap field 
value other than 1h. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

31:3 Reserved and Preserved RsvdP 
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Relation between HA Memory Pool Structures and HBAT Entry 
Structures 

Figure 6-31 illustrates the various Home Agent Memory Pool Structure types and the relation to their 
corresponding HBAT Entry Stucture types.  

Gen Mem Type = Mem Exp.

MemPoolAddrCap = Fixed Offset

MemPoolAddrCap = BaseAddr

MemPoolAddrCap = Fixed Offset

1

X

0

Y

0

Z
Base Address Type

Fixed Offset Type

Base Address Type

Fixed Offset Type

1

X

0

Y

0

Z

HA Memory Pool Types HBAT Entry Types

Memory
Pool

Group

5 

Figure 6-31: Relation between HA Memory Pools and HBAT Entries 

Base Address Type Memory Pools and HBAT Entries as illustrated in Figure 6-31: 

• A Home Agent must have a minimum of one Memory Pool that is allowed to be mapped to a 4GB or 2n 

size aligned Base Address in the G-RSAM, i.e. at least one Memory Pool must declare a
MemPoolEntryCapStat0.MemPoolAddrCap field value of 0b (see Table 6-25). The constraint of 4GB or 2n10 

size alignment is based on the SAMAlignCap value for the HA’s CCIX Device (see Table 6-13).

o Although illustrated separately in Figure 6-31, the minimum requirement of one Memory
Pool for an HA can also be satisfied by a Memory Expansion Pool, described further later in
this section.

• Memory Pool Entry 0 of an HA must declare a MemPoolEntryCapStat0.MemPoolAddrCap field value of15 

0b.

• For each 1-to-X number of HA Memory Pool Entries with a declared
MemPoolEntryCapStat0.MemPoolAddrCap field value of 0b, there must be a corresponding 1-to-X
number of HBAT Entries which can only be programmed with a 4GB or 2n size aligned Base Address (see
Section 6.2.2.4.2.1).20 

Fixed Offset Type Memory Pools and HBAT Entries as illustrated in Figure 6-31: 

• For each 1-to-X number of HA Memory Pool Entries with a declared
MemPoolEntryCapStat0.MemPoolAddrCap field value of 0b, an HA is permitted to have 0-to-Y number
of Memory Pool Entries that declare they can only be mapped at a fixed offset to the corresponding 1-
to-X HA Memory Pools. This means 0-to-Y number of Memory Pool Entries that follow a Memory Pool25 
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Entry with a declared MemPoolEntryCapStat0.MemPoolAddrCap field value of 0b, can declare a 
MemPoolEntryCapStat0.MemPoolAddrCap field value of 1b in their own Memory Pool Entry. 

o For every Memory Pool Entry #Y of Fixed Offset Type, Memory Pool Entry #(Y-1) must either
also be a Memory Pool Entry of Fixed Offset Type, or a Memory Pool Entry of Base Address
Type, i.e. Memory Pool Entries 1-to-Y must be contiguously numbered up from a Memory5 

Pool Entry #X of Base Address Type. The Memory Pool Entry #X of Base Address Type,
followed by contiguously numbered Memory Pool Entries 1-to-Y of Fixed Offset Type,
constitutes a Memory Pool Group.

• For each 0-to-Y number of HA Memory Pool Entries with a declared
MemPoolEntryCapStat0.MemPoolAddrCap field value of 1b, there must be a corresponding 0-to-Y10 

number of HBAT Entries which can only be enabled to be at a Fixed Offset to the Base Address in their
corresponding 1-to-X HBAT Entry.

o For every HBAT Entry #Y of Fixed Offset Type, the first HBAT Entry #X of Base Address Type,
with the smallest value of X < Y, contains the corresponding Base Address from which HBAT
Entry #Y is at a Fixed Offset.15 

Memory Expansion Pools and HBAT Entries as illustrated in Figure 6-31: 

• An HA is permitted to have 0-to-Z number of Memory Pools that declare they are capable of Memory
Expansion to SA Memory. This means 0-to-Z number of Memory Pool Entries declare a
MemPoolEntryCapStat0.MemPoolGenMemTypeCap field value of 1h.

• For each 0-to-Z number of Memory Pool Entries that declare an20 

MemPoolEntryCapStat0.MemPoolGenMemTypeCap field value of 1h, there must be a corresponding 0-
to-Z number of HBAT Entries which can only be programmed with a 4GB or 2n size aligned Base Address.
See Section 6.2.2.4.2.1.

• Since an HA is permitted to have only Memory Pools that are capable of Memory Expansion, Memory
Expansion Pool Entry 0 of that HA must declare an MemPoolEntryCapStat0.MemPoolAddrCap field value25 

of 0b.
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 CCIX Port Structures 

Figure 6-32 shows the overall layout of the CCIX Port Capabilities & Status Registers. 

CCIX Component ID = PortCapability 
VersionNext Capabilities & Status Offset+00

31 20 19 16 15 0

+04

31 0

Port Capabilities & Status - I

+08

+0C

31 0

Port Capabilities & Status - II

Port Error Log Offset

31 20 19 0

RsvdZ+10

31 0

Port Capabilities & Status - III

Figure 6-32: CCIX Port Capabilities & Status Registers 

 CCIX Port Capabilities & Status Register 5 

Figure 6-33 shows the layout of the CCIX Port Capabilities & Status 1 (PortCapStat1) Register at Byte Offset-04h. 

NumLinks

Number of Links Capability
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RsvdZ
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Number of PSAM Entries Capability
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Optimized Packet Header Capability
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RsvdZ
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CCIX Port ID

Port-to-Port Forwarding Capability

5

RsvdZ

3

Port HW QACK Capability

Port QACK

Figure 6-33:  PortCapStat1 Register at Byte Offset-04h 

for 

Eva
luati

on



Hardware Specification for Evaluation  Protocol Layer DVSEC 

Protocol Layer and Transport Layer DVSEC       © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 212 of 346 
July 8, 2019 

Table 6-30 describes the PortCapStat1 Register fields at Byte Offset-04h. 

Table 6-30:  PortCapStat1 Register fields at Byte Offset-04h 

Bit 
Location 

Register Description Attributes 

0 PortDiscRdyStat 
This field describes the CCIX Port’s Discovery Readiness Status. 
0b: Indicates the CCIX Port and its capabilities and control are not ready to be 
discovered and configured. 
1b: Indicates the CCIX Port and its capabilities and control are ready to be 
discovered and configured. 

RO 

1 PktHdrTypeCap 
This field describes the type of CCIX Packet Header the CCIX Port can send and 
receive. 
0b: Indicates only PCIe Compatible Packet Header format supported. 
1b: Indicates both CCIX Optimized Packet Header format and PCIe Compatible 
Packet Header are supported.  
The value of PktHdrTypeCap must be consistent with the value of 
OptimizeTLPFormatSuppport as described in Table 6-67. 

RO 

2 Reserved and Zero RsvdZ for 
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Bit 
Location 

Register Description Attributes 

3 PortQACK 
This field describes the CCIX Port’s Quiesce Acknowledgement status. 
0b: CCIX Port not quiesced. 
1b: CCIX Port quiesced. 

If the CCIX Port has Hardware Quiesce Acknowledgement (HW QACK) capability, as 
indicated by a PortCapStat1.PortHWQACKCap value of 1b, then 
PortCapStat.PortQACK is set by implementation specific methods. Software can 
choose to poll PortCapStat1.PortQACK instead of waiting for the <Port Quiesce 
Time> value to check PortQACK if PortCapStat1.PortHWQACKCap has a value of 1b. 

If the CCIX Port does not have HW QACK capability as indicated in 
PortCapStat1.PortHWQACKCap value of 0b, the following sequence is followed: 

The CCIX Port sets the PortQACK bit to a value 1b after completing or detecting 
the following actions in this order: 
1. The CCIX Port detects that the CCIX Port Quiesce Request

(PortCntl.PortQREQ) Control bit is set.
2. The CCIX Port has not issued any Requests and sent and received all

relevant outstanding Responses, for the duration of <Port Quiesce Time>.
<Port Quiesce Time> is based on the value of ComnCntl2.QACKTimeScale
and ComnCntl2.QACKTimeValue, described further in Table 6-12.

3. Following the transition of the CCIX Port Quiesce Request
(PortCntl.PortQREQ in Table 6-30) control bit from 0b to 1b, the CCIX Port
must take no longer than 2 * <Port Quiesce Time> to set PortQACK.

After 2 * <Port Quiesce Time>, CCIX Software detecting a zero returned for the 
PortQACK field indicates an error condition such that the CCIX Port was unable to 
reach a quiescent state. 

Following the transition of the PortCntl.PortQREQ control bit from 1b to 0b, the CCIX 
Port must transition the PortQACK bit from 1b to 0b. 

RO 

4 PortHWQACKCap 
This field describes the CCIX Port’s Hardware Quiesce Acknowledgement Capability. 
0b: 
• The CCIX Port does not have a hardware mechanism to achieve a quiescent

state.
1b: 
• The CCIX Port has a hardware mechanism to achieve a quiescent state.

RO 
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Bit 
Location 

Register Description Attributes 

5 PortToPortFwdingCap 
This field describes the ability of the CCIX Port to internally forward CCIX Packets to 
another CCIX Port on the same CCIX Device. 
0b: Indicates the CCIX Port is not capable of CCIX Port-to-Port transaction forwarding 
(including Broadcast Snoop transaction forwarding). 
1b: Indicates the CCIX Port is capable of CCIX Port-to-Port transaction forwarding 
(including Broadcast Snoop transaction forwarding) and the Forwarding Vectors, i.e. 
PortCapStat3.PortFwdingVctr described further in Table 6-32, is part of the Port 
Capabilities & Status data structure. A PortToPortFwdingCap value of 1b also 
indicates  that the Broadcast Forward Control Vector (BCastFwdCntlVctr), described 
further in Section 6.2.2.6.2.1.1, is part of the CCIX Link Control structure (see Figure 
6-45).
PortToPortFwdingCap is a bidirectional property, i.e. the capability indicates that all
CCIX Packet Types must be forwarded between CCIX Ports, and in either direction,
i.e. the CCIX Port must be able to ingress and egress all CCIX Packet Types.
While PortToPortFwdingCap is a per-port capability, a value of 1b indicates that the
BCastFwdCntlVctr CCIX Link Control structure is present for all CCIX Links on the CCIX
Port.

RO 

6 Reserved and Zero RsvdZ 

12:7 NumLinksCap 
This field describes the number of CCIX Links Capability for this CCIX Port. 
The number of CCIX Links supported by a CCIX Port is typically based on the number 
of unique Source/Destination TransportID (BDF for PCIe) pairs that CCIX Agents on 
this CCIX Device require to support CCIX traffic to CCIX Agent’s on other CCIX 
Devices. However, additonal links are required to accommodate RA to HA requests 
and HA to SA requests which are traveling in the same direction. See Section 
3.13.1.2 for further details. 
00h: Reserved. 
01h – 3Fh: Encodings indicating capabilities for 1 to 63 CCIX Links. 
NumLinksCap also indicates the number of Link Attribute Control Entries and Link 
TransportID Map Entries in the CCIX Link Control structure, as illustrated in Figure 
6-44.
Unlike AgentID and CCIX Device ID, whose DVSEC field widths allow for their
respective architected maximum of 64 and 256 identifiers, there is no architected
maximum for CCIX Links. NumLinksCap maximum of 63 CCIX Links per CCIX Port
allows for dedicated resources for communication with 63 other ports. This
accommodates topologies where an Agent on a CCIX Device with this CCIX Port has
dedicated resources for communication with the architected maximum of 63 other
Agents, each Agent being located at the 63 CCIX Port destinations.
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Bit 
Location 

Register Description Attributes 

18:13 NumPSAMEntryCap 
This field indicates the number of PSAM Entries in the PSAM Table. 
The minimum number of PSAM entries, described in Section 6.2.2.5.3, supported by 
a CCIX Port is dependent on the number of CCIX Links supported by that CCIX Port, 
as indicated by PortCapStat1.NumLinksCap. 
00h - 02h:  
• Encoding for 0 to 2 PSAM entries.
• A CCIX Port must have a PortCapStat1.NumLinksCap value of 1 for the

NumPSAMEntryCap Encoding to be 00h – 02h.
03h – 3Fh: 
• Encoding for 3 to 63 PSAM entries.
• If a CCIX Port has PortCapStat1.NumLinksCap > 1, the NumPSAMEntryCap

Encoding must reflect at least (PortCapStat1.NumLinksCap + 1) PSAM entries.
Therefore, NumPSAMEntryCap ≥ (PortCapStat1.NumLinksCap + 1) when
PortCapStat1.NumLinksCap > 1.

RO 

27:19 Reserved and Zero RsvdZ 

31:28 PortID 
Indicates the CCIX PortID for this CCIX Port. This field must have a value that is 
unique across a CCIX Device when the device has multiple CCIX capable ports. The 
CCIX PortID is not required to be unique system-wide, i.e. the CCIX PortID 
namespace can be re-used across CCIX Devices. 
0h – Fh:  Encodings for up to 16 CCIX PortIDs. 
Multi-port CCIX Devices must have linear enumeration of CCIX PortIDs starting with 
CCIX PortID0. CCIX Ports that can be aggregated with other CCIX Ports on the CCIX 
Device must have sequential CCIX PortID numbering with their aggregation group as 
indicated by the PortCapStat1.PortAggVctr, described further in Table 6-31. 

RO 

Figure 6-34 shows the layout of the CCIX Port Capabilities & Status 2 (PortCapStat2) Register at Byte Offset-08h. 

16

RsvdZ

31

Agg with PortID0

...

0124 35679 810111214 1315

Agg with PortID1

Agg with PortID14

Agg with PortID15

Figure 6-34: PortCapStat2 Register at Byte Offset-08h 
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Table 6-31 describes the PortCapStat2 Register fields at Byte Offset-08h. 

Table 6-31: PortCapStat2 Register Fields at Byte Offset-08h 

Bit Location Register Description Attributes 

15:0 PortAggVctr 
PortAggVctr[0] to PortAggVctr[15] indicate the CCIX Port Aggregation 
candidates of this CCIX Port with CCIX PortID0 to CCIX PortID15, including 
this CCIX PortIDn. 
PortAggVctr must be 0000h if ComnCapStat2.PortAggCap is 0b. 
Only contiguous bits adjacent to PortAggVctr[n] can be 1b, i.e. only 
sequentially enumerated CCIX PortID can be candidates of an aggregation 
group. So if PortAggVctr[n] is 1b, then only contiguous 
PortAggVctr[n+1,n+2,etc.] and/or PortAggVctr[n-1,n-2,etc.] can be 1b. 
0b: Indicates the CCIX PortID associated with this bit-position cannot be 
aggregated with this CCIX PortID. 
1b: Indicates the CCIX PortID associated with this bit-position can be 
aggregated with this CCIX PortID. 
There isn’t an explicit control register indicating which of the capable CCIX 
Port aggregation groups are being enabled. The control fields that implicitly 
identify the contiguous set of CCIX PortIDs that have been enabled as part of 
a CCIX Port Aggregation group are the BasePortID and 
SAMEntryAttr.NumAggPorts fields of a SAM Entry. The aggregated CCIX 
Ports range from 
BasePortID to BasePortID + (SAMEntryAttr.NumAggPorts - 1). These 
aggregated CCIX Ports must be consistent with contiguous bits in 
PortAggVctr. 

RO 

31:16 Reserved and Zero RsvdZ 

Figure 6-35 shows the layout of the CCIX Port Capabilities & Status 3 (PortCapStat3) Register at Byte Offset-0Ch. 
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Figure 6-35: PortCapStat3 Register at Byte Offset-0Ch 
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Table 6-32 describes the PortCapStat3 Register fields at Byte Offset-0Ch. 

Table 6-32: CCIX Port Capabilities&Status Register Fields at Byte Offset-0Ch 

Bit 
Location 

Register Description Attributes 

15:0 PortFwdingVctr 
PortFwdingVctr[0] to PortFwdingVctr[15] indicate the CCIX Port Forwarding 
Capability of this CCIX Port to CCIX PortID0 to CCIX PortID15, excluding this 
CCIX PortIDn. 
PortFwdingVctr must be 0000h if PortCapStat1.PortToPortFwdingCap is 0b. 
0b: Indicates this CCIX Port cannot forward CCIX Packets to the CCIX PortID 
associated with this bit-position. 
1b: Indicates this CCIX Port can forward CCIX Packets to the CCIX PortID 
associated with this bit-position. 
If PortFwdingVctr[x] is 1b in the CCIX Port Capability structure of CCIX 
PortIDy, then PortFwdingVctr[y] must be 1b in the CCIX Port Capability 
structure of CCIX PortIDx due to the bi-directional capability noted in the 
description of PortCapStat1.PortToPortFwdingCap in Table 6-30 
PortFwdingVctr also describes the Forwarding Capability of this CCIX Port for 
Port-Aggregated traffic, if the ComnCapStat2.MultiHopPortAggCap field 
indicates this capability, described further in Table 6-13. 

RO 

31:16 Reserved and Zero RsvdZ 

The CCIX Port Capabilities & Status Error Log Pointer (PortErrLogPtr) Register at Byte Offset-10h contains the 
CCIX Port Error Log Offset which is described in Chapter 7, CCIX RAS Overview. The remaining bits in this register 5 

are Reserved and Zero. 

CCIX Port Control Register 

Figure 6-36 shows the overall layout of the CCIX Port Control structure. Each CCIX Port has a SAM data structure, 
called the PSAM Table, used to resolve the output CCIX Link for CCIX packets output CCIX Link for CCIX packets. 
The PSAM Table contains the number of entries indicated in the PortCapStat1.NumPSAMEntryCap field of the 10 

CCIX Port Capabilities & Status data structure. 
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CCIX Component ID = PortRsvdPNext Control Offset+00
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+X
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Port Error Control & Status Register 0

Source Transport ID (BDF if PCIe)
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RsvdP
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+0C

31 0

Port Error Control & Status Register 1

+14

Figure 6-36: Layout of the CCIX Port Control Structure  

Figure 6-37 shows the layout of the CCIX Port Control (PortCntl) Register at Byte Offset-04h. 
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Figure 6-37: PortCntl Register at Byte Offset-04h  5 
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Table 6-33 describes the CCIX Port Control Register fields at Byte Offset-04h. 

Table 6-33: PortCntl Register Fields at Byte Offset-04h 

Bit 
Location 

Register Description Attributes 

0 PortEnable 
This field controls enabling the CCIX Port. 
0b: 
• Indicates that either the CCIX Port has not been configured, or the previously

configured CCIX Port has been taken offline.
1b: 
• Indicates the CCIX Port is configured and enabled. This bit must not be set if

CCIX Port Discovery Ready Status is not set.
CCIX Device initializes to 0b after reset (except FLR). 
CCIX Port Enable control takes precedence over CCIX Link and CCIX Agent Enable 
control, i.e. CCIX traffic from all enabled CCIX Links and CCIX Agents to this CCIX 
Port must be disabled if the CCIX Port is disabled. 

RW 

1 PktHdrTypeEnable 
This field enables the CCIX Packet Header Type. 
0b: 
• Indicates only PCIe Compatible Packet Header format enabled.
1b:
• Indicates only CCIX Optimized Packet Header format is enabled.
• The value of PktHderTypeEnable must be consistent with the value

programmed in OptimizeTLPGenerationReceptionRoutingEnable as described
in Table 6-68.

CCIX Device initializes to 0b after reset (except FLR). 

RW 

2 Reserved and Preserved RsvdP 

3 PortQREQ 

Port Quiesce Request controls when the CCIX Port will act to achieve a 
quiesced state. There can only be a change in the value, 0b or 1b, of the 
corresponding PortCapStat1.PortQACK bit after CCIX configuration 
software changes the value, 0b or 1b, of this PortQREQ control bit. 
0b: CCIX Port is not required to be quiesced. 
1b: CCIX Port must be quiesced. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

6:4 Reserved and Preserved RsvdP 
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Bit 
Location 

Register Description Attributes 

12:7 NumLinksEnable 
This field indicates the number of unique CCIX Port-pairs that connect through this 
CCIX Port. However, additonal links may be enabled to accommodate RA to HA 
requests and HA to SA requests which are traveling in the same direction. See 
Section 3.13.1.2 for further details. 
00h – 3Fh: Encoding for 1 to 63 CCIX Links enabled. 
CCIX Device initializes to 00h after reset (except FLR). 
There is no requirement for a contiguous set of CCIX Link Control Entries to be 
enabled, i.e. NumLinksEnable only reflects the total number of enabled CCIX Links. 

RW 

18:13 NumPSAMEntryEnable 
This field indicates the number of PSAM entries enabled. 
00h: No PSAM entries are enabled. 
01h – 3Fh: Encoding for enabling up to 63 PSAM entries. 
See Section 6.2.2.5.3 for a description of PSAM entries. 
CCIX Device initializes to 00h after reset (except FLR). 
There is no requirement for a contiguous set of PSAM Entries to be enabled, i.e. 
NumPSAMEntryEnable only reflects the total number of enabled PSAM Entries. 

RW 

31:19 Reserved and Preserved RsvdP 

The CCIX Port Error Control & Status Registers, PortErrCntlStat0 and PortErrCntlStat1, at Byte Offset-08h and 
Byte Offset-0Ch respectively, are described in Chapter 7, CCIX RAS Overview.  

The Port Control Register at Byte Offset-10h, the PortSrcIDCntl Register, contains the Source TransportID field, 
SrcTransportID[15:0]. PortSrcIDCntl.SrcTransportID is the BDF when the CCIX Transport Layer is PCIe. The 
remaining bits in this register are Reserved and Preserved. 5 

The Port’s PSAM Table, starting with PSAM Entry 0, is located at the Port Control structure at Byte Offset-14h. 

PSAM Entry 

Figure 6-38 shows the layout of a PSAM Entry. 
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Figure 6-38: PSAM Entry 10 
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Table 6-34 describes the PSAM Register fields at Byte Offset-00h. PSAM Register fields at Byte Offset-04h and 
Byte Offset-08h have the same field descriptions as the field descriptions in Table 6-21 and Table 6-22 
respectively. 

Table 6-34: PSAM Register Fields at Byte Offset-00h 

Bit 
Location 

Register Description Attributes 

0 PSAMEntryVal 
This field indicates whether the PSAM Entry is valid. 
0b: Indicates no CCIX Link is mapped in this entry. 
1b: Indicates a CCIX Link is mapped in this entry. 

RW 

8:1 Reserved and Preserved RsvdP 

14:9 LinkNum 
Indicates the CCIX Port’s Link Number mapped to the address range described in this 
PSAM entry. 
00h – 3Fh: Encodings for up to 64 CCIX Link Numbers. 
CCIX Link Numbers are unique per CCIX Port (i.e. different CCIX Ports can re-use the 
CCIX Link Number space) and for each CCIX Port, CCIX Link Enumeration is required 
to start from 0, and be sequentially enumerated, without skipping a number. 
As described in the IDMEntry.AgentIDnLinkID field of Table 6-19 if CCIX Port 
Aggregation is enabled, the same LNUM must be setup on all aggregated CCIX Ports 
for traffic for the same CCIX AgentID. 

RW 

15 PSAMEntryAddrType 
0b: Indicates the CCIX Port-Pair associated with the PSAMEntryAttr.LinkNum in this 
Entry is RA-to-HA and the Address mapped in this entry is part of the G-RSAM 
1b: Indicates the CCIX Port-Pair associated with the PSAMEntryAttr.LinkNum in this 
Entry is HA-to-SA and the Address mapped in this entry is part of the G-HSAM. 

RW 

31:16 Reserved and Preserved RsvdP 

 CCIX Link Structures 5 

CCIX Link structures describe the CCIX Links associated with a particular CCIX Port, also illustrated in Figure 6-4. 

CCIX Link Capabilities & Status Structure 

Figure 6-39 shows the overall layout of CCIX Link Capabilities & Status structure. The Capabilities are common 
across the CCIX Links indicated in the NumLinksCap field in the CCIX Port Capabilities & Status structure and 
Status is common across the CCIX Links enabled, as indicated in the NumLinksEnable field in the CCIX Port 10 

Control structure. 
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CCIX Component ID = LinkCapability 
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31 20 19 16 15 0

+04

31 0

Link Capabilities & Status - I

+08

+0C

31 0

Link Capabilities & Status - II

31 0

Link Capabilities & Status - III

+10

31 0

Link Capabilities & Status - IV

+14 Link Error Log Offset

31 20 19 0

RsvdZ

Figure 6-39: CCIX Link Capabilities & Status Structure 
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Figure 6-40 shows the layout the CCIX Link Capabilities & Status (LinkCapStat) Register at Byte Offset-04h. 
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RsvdZ
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Link QACK

Figure 6-40: CCIX Link Capabilities & Status Register at Byte Offset-04h 

Table 6-35 describes the LinkCapStat Register fields at Byte Offset-04h. 

Table 6-35: LinkCapStat Register Fields at Byte Offset-04h 5 

Bit 
Location 

Register Description Attributes 

0 LinkDiscRdyStat 
This field describes the CCIX Link’s Discovery Readiness Status. 
0b: 
• Indicates the CCIX Links and their capabilities and control are not ready to be

discovered and configured.
• Also indicates the CCIX Links are not ready to receive credit Grant Messages.
1b:
• Indicates the CCIX Links and their capabilities and control are ready to be

discovered and configured.
• Also indicates the CCIX Links are ready to receive credit Grant Messages.

RO 
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Bit 
Location 

Register Description Attributes 

1 LinkCreditType 
0b:  
• Indicates fixed or static credits/Link capability, with the same credit capability

indicating values per CCIX Link.

• The values of the credit capability fields in Table 6-36, Table 6-37, and Table 6-38
are for each CCIX Link.

1b: 
• Indicates variable or dynamic credits/Link capability, with the credit capability

indicating total value across all CCIX Links.
• The values of the credit capability fields in Table 6-36, Table 6-37, and Figure

6-35 are total values across all CCIX Links.

RO 

2 MsgPackingCap 
0b: Indicates the CCIX Links do not have Message Packing capability. 
1b: Indicates the CCIX Links have Message Packing capability. 

RO 
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Bit 
Location 

Register Description Attributes 

3 LinkQACK 
This field describes the CCIX Link’s Quiesce Acknowledgement status. 
0b: CCIX Link not quiesced. 
1b: CCIX Link quiesced. 

If the CCIX Link has Hardware Quiesce Acknowledgement (HW QACK) capability, as 
indicated by a LinkCapStat.LinkHWQACKCap value of 1b, LinkCapStat.LinkQACK is set 
by implementation specific methods. Software can choose to poll 
LinkCapStat.LinkQACK instead of waiting for the <Link Quiesce Time> value to check 
LinkQACK if LinkCapStat.LinkHWQACKCap has a value of 1b.  

If the CCIX Link does not have HW QACK capability as indicated in 
LinkCapStat.LinkHWQACKCap value of 0b, the following sequence is followed: 

The CCIX Link sets the LinkQACK bit to a value 1b after completing or detecting 
the following actions in this order: 
1. The Link detects that the Link Quiesce Request (LinkCntl.LinkQREQ) Control

bit is set.
2. The Link has not issued any Requests or received any Responses, other than

CreditReturn Messages, for the duration of <Link Quiesce Time>. <Link
Quiesce Time> is based on the value of ComnCntl2.QACKTimeScale and
ComnCntl2.QACKTimeValue, described further in Table 6-12.

3. The Link then returns all outstanding credits to the Link partner if it hasn’t
already done so.

4. The Link detects all outstanding credits from the Link partner have been
returned and also waits for the duration of <Link Quiesce Time> to detect
return of all credits.

5. Following the transition of the Link Quiesce Request (LinkCntl.LinkQREQ in
Table 6-39) control bit from 0b to 1b, the Link must take no longer than 3 *
<Link Quiesce Time> to set LinkQACK. After 4 * <Link Quiesce Time>, CCIX
Software detecting a zero returned for the LinkQACK field indicates an error
condition such that the Link was unable to reach a quiescent state.

Following the transition of the LinkCntl.LinkQREQ control bit from 1b to 0b, the CCIX 
Link must transition the LinkQACK bit from 1b to 0b. 

RO 

4 LinkHWQACKCap 
This field describes the CCIX Link’s Hardware Quiesce Acknowledgement Capability. 
0b: The CCIX Link does not have a hardware mechanism to achieve a quiescent state. 
1b: The CCIX Link has a hardware mechanism to achieve a quiescent state.  

RO 

5 Reserved and Zero RsvdZ 

6 NoCompAckCap 
0b: Indicates the CCIX Links require receiving Completion Acks. 
1b: Indicates the CCIX Links have the capability to not receive Completion Acks. 

RO 
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Bit 
Location 

Register Description Attributes 

9:7 MaxPktSizeCap 
000b: 128B Max Packet Size capability. 
001b: 256B Max Packet Size capability. 
010b: 512B Max Packet Size capability. 
All other encodings: Reserved. 
A chip that declares 128B Max Cacheline Size Capability, i.e. a 
ComnCapStat2.CachelineSizeCap value of 1b, is not permitted to declare a 
MaxPktSizeCap value of 000b. 

RO 

31:10 Reserved and Zero RsvdZ 

Figure 6-41 shows the layout the CCIX Link Send Capability (LinkSendCap) Register at Byte Offset-08h. 
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RsvdZ
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Figure 6-41:  LinkSendCap Registerat Byte Offset-08h 

Table 6-36 describes the LinkSendCap Register fields at Byte Offset-08h. 5 
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Table 6-36: LinkSendCap Register Fields at Byte Offset-08h 

Bit 
Location 

Register Description Attributes 

9:0 MaxMemReqSendCap 
This field describes the maximum number of outstanding Memory requests 
that each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX Links (if 
LinkCapStat.LinkCreditType is 1b) on this CCIX Port are capable of sending. 
CCIX Configuration Software is not required to allocate the credits that match 
this send capability since there are other factors that influence the allocated 
credits including the destination CCIX Link’s receive capability. 
Encodings 0 to 1023 indicate send capability of 0 to 1023 Memory Request 
Credits across each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX 
Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX Port. Encoding 000h 
indicates there are no RAs or HAs on this CCIX Device and hence is not 
capable of sending Memory requests. 

RO 

19:10 MaxSnpReqSendCap  
This field describes the maximum number of outstanding Snoops that each 
CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX Links (if 
LinkCapStat.LinkCreditType is 1b) on this CCIX Port are capable of sending. 
CCIX Configuration Software is not required to allocate the credits that match 
this send capability since there are other factors that influence the allocated 
credits including the destination CCIX Link’s receive capability. 
Encodings 0 to 1023 indicate send capability of 0 to 1023 Snoop Request 
Credits across each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX 
Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX Port. Encoding 000h 
indicates there are no HAs on this CCIX Device and hence is not capable of 
sending Snoop requests. 

RO 

29:20 MaxDatReqSendCap  
This field describes the maximum number of outstanding data packets that 
each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX Links (if 
LinkCapStat.LinkCreditType is 1b) on this CCIX Port are capable of sending. 
CCIX Configuration Software is not required to allocate the credits that match 
this send capability since there are other factors that influence the allocated 
credits including the destination CCIX Link’s receive capability. 
Encodings 0 to 1023 indicate send capability of 0 to 1023 Data Request 
Credits across each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX 
Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX Port. 

RO 

31:30 Reserved and Zero RsvdZ 
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Figure 6-42 shows the layout of the CCIX Link Capabilities & Status (LinkRcvCAp) Register at Byte Offset-0Ch. 

19 10 9 0

Max Mem Req Receive Capability

2031

RsvdZ

30 29

Max Snoop Req Receive Capability

Max Data Req Receive Capability

Figure 6-42: LinkRcvCap Register at Byte Offset-0Ch 

Table 6-37 describes the LinkRcvCap Register fields at Byte Offset-0Ch. 

Table 6-37: LinkRcvCap Register Fields at Byte Offset-0Ch 5 

Bit 
Location 

Register Description Attributes 

9:0 MaxMemReqRcvCap 
This field describes the maximum number of outstanding Memory requests that 
each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX Links (if 
LinkCapStat.LinkCreditType is 1b) on this CCIX Port are capable of receiving. 
Thus this field also indicates the maximum number of Memory request send 
credits that can be allocated to all destination CCIX Links (located at the 
Destination TransportIDs). 
Encodings 0 to 1023 indicate receive capability of 0 to 1023 Memory Request 
Credits across each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX 
Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX Port. Encoding 000h 
indicates there are no SAs or HAs on this CCIX Device and hence is not capable 
of receving Memory requests. 
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Bit 
Location 

Register Description Attributes 

19:10 MaxSnpReqRcvCap 
This field describes the maximum number of outstanding Snoops that each CCIX 
Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX Links (if 
LinkCapStat.LinkCreditType is 1b) on this CCIX Port are capable of receiving. 
Thus this field also indicates the maximum number of Snoop send credits that 
can be allocated to all destination CCIX Links (located at the Destination 
TransportIDs). 
Encodings 0 to 1023 indicate receive capability of 0 to 1023 Snoop Request 
Credits across each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX 
Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX Port. Encoding 000h 
indicates there are no RAs on this CCIX Device and hence is not capable of 
receiving Snoop requests. 

RO 

29:20 MaxDatReqRcvCap 
This field describes the maximum number of outstanding data request packets 
that each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX Links (if 
LinkCapStat.LinkCreditType is 1b) on this CCIX Port are capable of receiving. 
Thus this field also indicates the maximum number of data send credits that can 
be allocated to all destination CCIX Links (located at the Destination 
TransportIDs). 
Encodings 0 to 1023 indicate receive capability of 0 to 1023 Data Request 
Credits across each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all CCIX 
Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX Port. 

RO 

31:30 Reserved and Zero RsvdZ 

Figure 6-43 shows the layout of the CCIX Link Credited Miscellaneous Message Capabilities 
(LinkCreditMiscMsgCap) Register at Byte Offset-10h. 

19 10 9 0

Max Misc Req Send Capability

2031

RsvdZ

Max Misc Req Receive Capability

Figure 6-43: LinkCreditMiscMsgCap Register at Byte Offset-10h 5 
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Table 6-38 describes the LinkCreditMiscMsgCap Register fields at Byte Offset-10h. 

Table 6-38: LinkCreditMiscMsgCap Register Fields at Byte Offset-10h. 

Bit 
Location 

Register Description Attributes 

9:0 MaxMiscReqSendCap 
This field describes the maximum number of outstanding credited Misc 
requests that each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all 
CCIX Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX Port are 
capable of sending. CCIX Configuration Software is not required to 
allocate the credits that match this send capability since there are 
other factors that influence the allocated credits including the 
destination CCIX Link’s receive capability. 
Encodings 0 to 1023 indicate send capability of 0 to 1023 Memory 
Request Credits across each CCIX Link (if LinkCapStat.LinkCreditType is 
0b) or all CCIX Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX 
Port. Encoding 000h indicates this CCIX Device is not capable of sending 
credited Misc requests. 

RO 

19:10 MaxMiscReqRcvCap  
This field describes the maximum number of outstanding credited Misc 
requests that each CCIX Link (if LinkCapStat.LinkCreditType is 0b) or all 
CCIX Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX Port are 
capable of receiving. Thus this field also indicates the maximum 
number of credited Misc send credits that can be allocated to all 
destination CCIX Links (located at the Destination TransportIDs). 
Encodings 0 to 1023 indicate receive capability of 0 to 1023 Misc 
Request Credits across each CCIX Link (if LinkCapStat.LinkCreditType is 
0b) or all CCIX Links (if LinkCapStat.LinkCreditType is 1b) on this CCIX 
Port. 
Because the receipt of Credited Misc Requests is optional, encoding 
000h indicates the CCIX Link is not capable of receiving Credited Misc 
Requests. 

RO 

31:20 Reserved and Zero RsvdZ 

The CCIX Link Capabilities & Status Error Log Pointer (LinkErrLogPtr) Register at Byte Offset-14h contains the 
CCIX Link Error Log Offset which is described in Chapter 7, CCIX RAS Overview. The remaining bits in this register 5 

are Reserved and Zero. 
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CCIX Link Control Structure 

Figure 6-44 shows the overall layout of CCIX Link Control structure. The PortCapStat1.NumLinksCap field, 
described in Table 6-30, indicates the number of CCIX Link Control entries, whereas the 
PortCntl.NumLinksEnable field, described in Table 6-33, indicates the number of enabled CCIX Link Control 
entries. 5 

The number of CCIX Link Control entries enabled in the CCIX Link Control structure for a given CCIX Port must 
equal the number of unique CCIX Port-pairs that connect through that CCIX Port. When multiple CCIX Agent-
types share the same CCIX AgentID name space on a CCIX Device, and those CCIX Agents connect through a 
given CCIX Port, each CCIX Agent shares the same CCIX Link Control Entry on that CCIX Port.   

CCIX Component ID = LinkRsvdPNext Control Offset+00

31 20 19 16 15 0

+YY

31 0

+YY+4*n Linkn TransportID Map

31 0

Link0 TransportID Map

...

31 0

+04 Link0 Attribute Controls

31 0

+XX Linkn Attribute Controls

...

10 

Figure 6-44: CCIX Link Control structure 
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 CCIX Link Attribute Control Structure 

Figure 6-45 shows the overall layout of the CCIX Link Attribute Control entries. The CCIX Link Attribute Control 
entries are setup uniquely per CCIX Link and are arranged in CCIX Link number order, starting with the entry for 
CCIX Link #0 and ending with CCIX Link #(PortCapStat1.NumLinksCap – 1).   

...
+n*20+00

31 0

Linkn Attribute Control

+n*20+04

+n*20+08

31 0

Linkn Max Credit Control

31 0

Linkn Min Credit Control

+00

31 0

Link0 Attribute Control

+04

+08

31 0

Link0 Max Credit Control

31 0

Link0 Min Credit Control

+0C

31 0

Link0 Misc Credit Control

+n*20+0C

31 0

Linkn Misc Credit Control

+10

31 0

Link0 Error Control & Status Register 0

+n*20+10

31 0

Linkn Error Control & Status Register 0

Optional Broadcast Forward Control Vector (BCastFwdCntlVctr)

Linkn BCastFwdCntlVctr0

31 0

Linkn BCastFwdCntlVctr1

31 0

Optional Broadcast Forward Control Vector (BCastFwdCntlVctr)

Link0 BCastFwdCntlVctr0

31 0

+18

Link0 BCastFwdCntlVctr1

31 0

+1C

+n*20+18

+n*20+1C

+14

31 0

Link0 Error Control & Status Register 1

+n*20+14

31 0

Linkn Error Control & Status Register 1

5 

Figure 6-45: CCIX Link Attribute Control Entries 
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Figure 6-46 shows the layout of the CCIX Link Attribute Control (LinkAttrCntl) Entry at Byte Offset-00h. 

31

Max packet Size Enable

10

RsvdP

0

NoCompAck Enable

24

Message Packing Enable

569 7

Link Enable

11

Link Entry Addr Type

Link Credit Send Enable

13

Link QREQ

RsvdP

Figure 6-46: LinkAttrCntl Entry at Byte Offset-00h 

Table 6-39 describes the LinkAttrCntl Entry fields at Byte Offset-00h. 5 

Table 6-39: LinkAttrCntl Entry Fields at Byte Offset-00h 

Bit 
Location 

Register Description Attributes 

0 LinkEnable 
This field controls enabling the CCIX Link. 
0b:  
• Indicates that either the CCIX Link has not been configured, or the previously

configured CCIX Link has been taken offline.
• Also indicates the CCIX Link must clear all previously granted credits from the

destination TransportID.
1b: 
• Indicates the CCIX Link is configured and enabled. This bit must not be set if

CCIX Link Discovery Ready Status is not set.
• Also indicates the CCIX Link must receive credit Messages.
CCIX Device initializes to 0b after reset (except FLR).

RW 
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Bit 
Location 

Register Description Attributes 

1 LinkCreditSendEnable 
This field controls enabling the CCIX Link to send Credit Messages. 
0b:  
• Indicates the CCIX Link must not send credit Grant Messages to the

Destination TransportID.
1b: 
• Indicates the CCIX Links can send credit Grant Messages to the Destination

TransportID. The LinkEnable field of the Link at the Destination TransportID
must be 1b prior to a 0b-to-1b transition of LinkCreditSendEnable.

• If the LinkCapStat.LinkCreditType indicated is 0b, the number of initial
credits sent following a 0b-to-1b transition of LinkCreditSendEnable is
determined by the Maximum Request Receive Capability values, described in
Table 6-37 and Table 6-38.

• If the LinkCapStat.LinkCreditType indicated is 1b, the number of initial
credits sent following a 0b-to-1b transition of LinkCreditSendEnable is
determined by the Reserved Request Credit Enable values, described in
Table 6-41 and Table 6-42.

CCIX Device initializes to 0b after reset (except FLR). 

RW 

2 MsgPackingEnable 
0b: Indicates Message Packing is not enabled. 
1b: Indicates Message Packing is enabled. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

3 LinkQREQ 
Link Quiesce Request controls when the CCIX Link will act to achieve a quiesced 
state. There can only be a change in the value, 0b or 1b, of the corresponding   
LinkCapStat.LinkQACK bit after CCIX configuration software changes the value, 0b 
or 1b, of this LinkQREQ control bit. 
0b: CCIX Link is not required to be quiesced. 
1b: CCIX Link must be quiesced. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

5:4 Reserved and Preserved RsvdP 

6 NoCompAckEnable 
0b: Indicates the CCIX Agents on the CCIX Link are required to send CompAck 
response where relevant. 
1b: Indicates the CCIX Agents on the CCIX Link must not send CompAck response 
where relevant.  
CCIX Device initializes to 0b after reset (except FLR). 

RW 
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Bit 
Location 

Register Description Attributes 

9:7 MaxPktSizeEnable 
000b: 128B Max Packet Size enabled. 
001b: 256B Max Packet Size enabled. 
010b: 512B Max Packet Size enabled. 
All other encodings: Reserved. 
If a CCIX Device has 128B Cacheline Size enabled, i.e. a 
ComnCntl2.CachelineSizeEnable value of 1b, a MaxPktSizeEnable value of 000b is 
not permitted, i.e. the Max Packet Size enabled must be programmed to 256B or 
greater. 
CCIX Device initializes to 000b after reset (except FLR). 

RW 

10 LinkEntryAddrType 
0b: 
• Indicates RSAM Type Address Reference for inbound RA-to-HA Request

traffic for the CCIX Port-Pair associated with this CCIX Link Entry.
1b: 
• Indicates HSAM Type Address Reference for inbound HA-to-SA Request

traffic for the CCIX Port-Pair associated with this CCIX Link Entry.
CCIX Device initializes to 0b after reset (except FLR). 
The LinkEntryAddrType encodings to indicate inbound RA-to-HA Request traffic 
vs. inbound HA-to-SA traffic are mutually exclusive, 0b vs. 1b, for a Link. This is 
because these two traffic types cannot share the same Link in the same 
(inbound) direction. CCIX Devices, therefore, must have separate Links for RA-to-
HA Request traffic and HA-to-SA traffic in the same direction, on the same CCIX 
Port. 

RW 

31:11 Reserved and Preserved RsvdP 

Figure 6-47 shows the layout of the CCIX Link Maximum Credit Control (LinkMaxCreditCntl) Entry at Byte Offset-
04h.  
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19 10 9 0

Max Mem Req Credit Enable

2031

RsvdP

30 29

Max Snoop Req Credit Enable

Max Data Req Credit Enable

Figure 6-47: LinkMaxCreditCntl Entry at Byte Offset-04h 

Table 6-40 describes the LinkMaxCreditCntl Entry fields at Byte Offset-04h. 

Table 6-40: LinkMaxCreditCntl Entry Fields at Byte Offset-04h 5 

Bit 
Location 

Register Description Attributes 

9:0 MaxMemReqCreditEnable 
This field describes the maximum number of outstanding Memory request 
credits that this CCIX Link is enabled to send. Thus this field also indicates 
the maximum number of outstanding Memory requests that the destination 
CCIX Link (located at the Destination TransportID) can send. 
Encodings 0 to 1023 indicate 0 to 1023 Memory Request Credits are 
enabled. 
The CCIX Device at the destination CCIX Link is not required to issue 
outstanding Memory Requests that use up the maximum Memory Request 
credits it has been sent on this CCIX Link. 
CCIX Configuration Software can set this field to encoding 000h when there 
are no RAs or HAs on the CCIX Device at the destination CCIX Link and hence 
the destination CCIX Link is not capable of sending Memory requests. 
CCIX Device initializes to 000h after reset (except FLR). 
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Bit 
Location 

Register Description Attributes 

19:10 MaxSnpReqCreditEnable  
This field describes the maximum number of outstanding Snoop Request 
credits that this CCIX Link is enabled to send. Thus this field also indicates 
the maximum number of outstanding Snoops that the destination CCIX Link 
(located at the Destination TransportID) can send. 
Encodings 0 to 1023 indicate 0 to 1023 Snoop Request Credits are enabled. 
The CCIX Device is not required to consume the maximum Snoop Request 
credits it has been enabled with on this CCIX Link. 
CCIX Configuration Software can set this field to encoding 000h when there 
are no HAs on the CCIX Device at the destination CCIX Link and hence the 
destination CCIX Link is not capable of sending Snoop requests. 
CCIX Device initializes to 000h after reset (except FLR). 

RW 

29:20 MaxDatReqCreditEnable  
This field describes the maximum number of outstanding data credits that 
this CCIX Link is enabled to send. Thus this field also indicates the maximum 
number of outstanding Data packets that the destination CCIX Link (located 
at the Destination TransportID) can send. 
Encodings 0 to 1023 indicate 0 to 1023 Data Request Credits are enabled. 
The CCIX Device is not required to consume the maximum Data Request 
credits it has been enabled with on this CCIX Link. 
CCIX Device initializes to 000h after reset (except FLR). 

RW 

31:30 Reserved and Preserved RsvdP 
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Figure 6-48 shows the layout of the CCIX Link Minimum Credit Control (LinkMinCreditCntl) Entry at Byte Offset-
08h. 

19 10 9 0

Min Mem Req Credit Enable

2031

RsvdP

30 29

Min Snoop Req Credit Enable

Min Data Req Credit Enable

Figure 6-48: LinkMinCreditCntl Entry at Byte Offset-08h 

Table 6-41 describes the LinkMinCreditCntl Entry fields at Byte Offset-08h. 5 

Table 6-41: LinkMinCreditCntl Entry Fields at Byte Offset-08h 

Bit 
Location 

Register Description Attributes 

9:0 MinMemReqCreditEnable 
This field describes the minimum Memory Request credits that are reserved 
for the CCIX Link-partner and that this CCIX Link is enabled to send. 
Encodings 0 to 1023 indicate 0 to 1023 Memory Request Credits are enabled. 
The CCIX Device at the destination CCIX Link is not required to issue 
outstanding Memory Requests that use up the minimum Memory Request 
credits it has been sent on this CCIX Link. 
CCIX Device initializes to 000h after reset (except FLR). 
CCIX Configuration Software can set this field to encoding 000h when there 
are no RAs or HAs on the CCIX Device at the destination CCIX Link and hence 
the destination CCIX Link is not capable of sending Memory requests. 
The sum of the Minimum Request Credit Enable Values set per CCIX Link must 
factor in the maximum receive capability across all CCIX Links on this CCIX 
Port, i.e. ∑ (MinMemReqCreditEnable/Link) ≤ MaxMemReqRcvCap. 
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Bit 
Location 

Register Description Attributes 

19:10 MinSnpReqCreditEnable  
This field describes the minimum Snoop Request credits that are reserved for 
the CCIX Link-partner and that this CCIX Link is enabled to send. 
Encodings 0 to 1023 indicate 0 to 1023 Snoop Request Credits are enabled. 
The CCIX Device is not required to consume the minimum Snoop Request 
credits it has been sent on this CCIX Link. 
CCIX Configuration Software can set this field to encoding 000h when there 
are no HAs on the CCIX Device at the destination CCIX Link and hence the 
destination CCIX Link is not capable of sending Snoop requests. 
CCIX Device initializes to 000h after reset (except FLR). 
The sum of the Minimum Request Credit Enable Values set per CCIX Link must 
factor in the maximum receive capability across all CCIX Links on this CCIX 
Port, i.e. ∑ (MinSnpReqCreditEnable/Link) ≤ MaxSnpReqRcvCap. 

RW 

29:20 MinDatReqCreditEnable  
This field describes the minimum Data Request credits that are reserved for 
the CCIX Link-partner and that this CCIX Link is enabled to send. 
Encodings 0 to 1023 indicate 0 to 1023 Data Request Credits are enabled. 
The CCIX Device is not required to consume the minimum Data Request 
credits it has been sent on this CCIX Link. 
CCIX Device initializes to 000h after reset (except FLR). 
The sum of the Minimum Request Credit Enable Values set per CCIX Link must 
factor in the maximum receive capability across all CCIX Links on this CCIX 
Port, i.e. ∑ (MinDatReqCreditEnable/Link) ≤ MaxDatReqRcvCap. 

RW 

31:30 Reserved and Preserved RsvdP 

Figure 6-49 shows the layout of the CCIX Link Miscellaneous Credit Control (LinkMiscCreditCntl) Entry at Byte 
Offset-0Ch.  

10 9 0

Max Misc Req Credit Enable

31

RsvdP

1920

Rsvd/Min Misc Req Credit Enable

Figure 6-49:  LinkMiscCreditCntl Entry at Byte Offset-0Ch 
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Table 6-42 describes the LinkMiscCreditCntl Entry fields at Byte Offset-0Ch. 

Table 6-42: LinkMiscCreditCntl Entry at Byte Offset-0Ch 

Bit 
Location 

Register Description Attributes 

9:0 MaxMiscReqCreditEnable 
This field describes the maximum number of outstanding Credited Misc credits that 
this CCIX Link is enabled to send. Thus this field also indicates the maximum 
number of outstanding Misc requests that the destination CCIX Link (located at the 
Destination TransportID) can send. 
Encodings 0 to 1023 indicate 0 to 1023 Credited Misc Request Credits are enabled. 
CCIX Configuration Software can set this field to encoding 000h when the 
destination CCIX Link is not capable of sending Credited Misc requests. 
The CCIX Device is not required to consume the maximum Credited Misc Request 
credits it has been enabled with on this CCIX Link. 
CCIX Device initializes to 000h after reset (except FLR). 

RW 

19:10 MinMiscReqCreditEnable  
This field describes the minimum Credited Misc Request credits that are reserved 
for the CCIX Link-partner and that this CCIX Link is enabled to send. 
Encodings 0 to 1023 indicate 0 to 1023 Credited Misc Request Credits are enabled. 
The CCIX Device is not required to consume the minimum Credited Misc Request 
credits it has been sent on this CCIX Link. 
CCIX Configuration Software can set this field to encoding 000h when the 
destination CCIX Link is not capable of sending Credited Misc requests. 
CCIX Device initializes to 000h after reset (except FLR). 
The sum of the Minimum Request Credit Enable Values set per CCIX Link must 
factor in the maximum receive capability across all CCIX Links on this CCIX Port, i.e. 
∑ (MinMiscReqCreditEnable/Link) ≤ MaxMiscReqRcvCap. 

RW 

31:20 Reserved and Preserved RsvdP 

The CCIX Link Error Control & Status 0 (LinkErrCntlStat0) and Link Error Control & Status 1 (LinkErrCntlStat1) 
Registers, at Byte Offset-10h and Byte Offset-14h respectively, are described in Chapter 7, CCIX RAS Overview. 
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6.2.2.6.2.1.1 Broadcast Forward Control Vector 

The Broadcast Forward Control Vector (BCastFwdCntlVctr) is an optional structure, present only when CCIX Port-
to-Port forwarding capability exists, i.e. a PortCapStat1.PortToPortFwdingCap value of 1b is indicated. 

Figure 6-50 shows the layout of Broadcast Forward Control Vector0 (BCastFwdCntlVctr0) Register. The vector is 
Home AgentID indexed from HAID0 to HAID31. 5 

Fwd Broadcast Snp from HAID0

...

0124 35679 810111214 1315

Fwd Broadcast Snp from HAID1

Fwd Broadcast Snp from HAID30

Fwd Broadcast Snp from HAID31

16171820 1921222325 2426272830 2931

Figure 6-50: BCastFwdCntlVctr0 

Table 6-43 describes the fields of the BCastFwdCntlVctr0 Register. 

Table 6-43: BCastFwdCntlVctr0 Register Fields 

Bit 
Location 

Register Description Attributes 

31:0 BCastFwdCntlVctr0 
BCastFwdCntlVctr0[0] to BCastFwdCntlVctr0[31] indicate the Broadcast 
Snoop Forward Controls for HAID0 to HAID31 respectively, for this CCIX 
Link: 
0b: Indicates that Broadcast Snoops from the HAID associated with this 
bit-position must not be forwarded on this CCIX Link. 
1b: Indicates that Broadcast Snoops from the HAID associated with this 
bit-position must be forwarded on this CCIX Link. 
CCIX Device initializes to 0000h after reset (except FLR). 

RW 

Figure 6-51 shows the layout of the Broadcast Forward Control Vector1 (BCastFwdCntlVctr1) Register. The 10 

vector is Home AgentID indexed from HAID32 to HAID63. 

Fwd Broadcast Snp from HAID32

...

0124 35679 810111214 1315

Fwd Broadcast Snp from HAID33

Fwd Broadcast Snp from HAID62

Fwd Broadcast Snp from HAID63

16171820 1921222325 2426272830 2931

Figure 6-51: BCastFwdCntlVctr1 
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Table 6-44 describes the fields of the BCastFwdCntlVctr1 Register. 

Table 6-44: BCastFwdCntlVctr1 Register Fields 

Bit Location Register Description Attributes 

31:0 BCastFwdCntlVctr1 

BCastFwdCntlVctr1[0] to BCastFwdCntlVctr1[31] indicate the Broadcast Snoop 
Forward Controls for HAID32 to HAID63 respectively, for this CCIX Link: 
0b: Indicates that Broadcast Snoops from the HAID associated with this 
bit-position must not be forwarded on this CCIX Link. 
1b: Indicates that Broadcast Snoops from the HAID associated with this 
bit-position must be forwarded on this CCIX Link. 
CCIX Device initializes to 0000h after reset (except FLR). 

RW 

 CCIX Link TransportID Map Entry 

As illustrated in Figure 6-44, the Link TransportID Map Table is located in the Link Control Structure, after the 
Link Attribute Control structures. 5 

Figure 6-52 shows the layout of a CCIX Link TransportID Map Entry (LinkTransportIDMapEntry) Register. The 
LinkTransportIDMapEntry Register contains the Destination TransportID field (DestTransportID), which is the 
BDF when the CCIX Transport Layer is PCIe. The remaining bits in this entry are Reserved and Preserved. The 
LinkTransportIDMapEntry Registers are arranged in CCIX Link number order, starting with the entry for CCIX Link 
#0 and ending with CCIX Link #(PortCapStat1.NumLinksCap – 1). 10 

DestTransportID (BDF if PCIe)

31

RsvdP

016 15

Figure 6-52: LinkTransportIDMapEntry Register 
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 Home Agent Structures 

Home Agent structures, as indicated by the Home Agent Component ID, contain attributes that describe the 
Home Agent. These structures include HBAT entries as described in Section 6.2.2.4.2. A Home Agent also has the 
optional capability to access Slave Agents for Memory Expansion. This optional capability requires SAM Table 
structures described in Section 6.2.2.3 , that contain the attributes for the G-HSAM Windows routed to Slave 5 

Agents that are made accessible to this Home Agent. 

Home Agent Capabilities & Status Structure 

Figure 6-53 shows the overall layout of the Home Agent Capabilities & Status structure. The HA Memory Pool 
Capabilities & Status structure is described in Section 6.2.2.4.1. 

CCIX Component ID = Home AgentCapability 
VersionNext Capabilities & Status Offset+00

31 20 19 16 15 0

+04

31 0

HA Capabilities & Status

HA Mem Pool 0 Capabilities & Status

...
HA Mem Pool n Capabilities & Status

31 0

31 0

+0C

N*08 
+0C

+08 HA Error Log Offset

31 20 19 0

RsvdZ

10 

Figure 6-53: Home Agent Capabilities & Status Structure 

for 

Eva
luati

on



Hardware Specification for Evaluation  Protocol Layer DVSEC 

Protocol Layer and Transport Layer DVSEC       © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 244 of 346 
July 8, 2019 

Figure 6-54 shows the layout of the Home Agent Capabilities & Status (HACapStat) Register at Byte Offset-04h. 

01681314

HA Mem Pool Capability

Home Agent Discovery Status

15

Number of Home AgentIDs

16

RsvdZ

HA Mem Expansion Capability

17 71831 19

Mem Pool Readiness Time Value

30 28 27

Mem Pool Readiness Time Scale

Mem Pool Ready Status

HA WriteEvictFull Hint Capability
HA Evict Hint Capability

HA HW QACK Capability

HA QACK

Figure 6-54: HACapStat Register at Byte Offset-04h  
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Table 6-45 describes the HACapStat Register fields at Byte Offset-04h. 

Table 6-45: HACapStat Register Fields at Byte Offset-04h 

Bit Location Register Description Attributes 

0 HADiscRdyStat 
This field describes the Home Agent’s Discovery Readiness Status. 
0b: 
• Indicates the Home Agent and its capabilities and control are not

ready to be discovered and configured.
1b: 
• Indicates the Home Agent and its capabilities and control are ready

to be discovered and configured. This also indicates the number of
Memory Pools and the Pool Sizes are ready to be discovered and
configured, i.e. Memory training is completed and the Memory
Sizes are accurately reflected.

RO 

6:1 NumHAID 
This field describes the number of Home AgentIDs that this Home Agent 
can express. 
00h – 3Fh: Encodings for indicating capabilities for 1 to 64 HAIDs. 
CCIX Configuration Software is required to allocate for this CCIX Device 
as many HAIDs as indicated by NumHAID field. 
CCIX Configuration Software may choose not to enable a Home Agent if 
the CCIX AgentID name space cannot accommodate the total NumHAID 
from HAs across the system. 
The allocated SAM Window(s), PortID, BasePortID or Local attributes 
must be the same for all CCIX AgentIDs allocated to this Home Agent. 

RO 

7 Reserved and Zero RsvdZ 
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Bit Location Register Description Attributes 

13:8 HAMemPoolCap 
This field describes the number of Memory Pools, and therefore, the 
number of unique G-HSAM Address windows that can target this HA. 
HAMemPoolCap, therefore, also indicates the number of HBAT entries. 
Because Memory Pool entry capabilities include the Memory Type 
attribute (MemPoolEntryCapStat0.MemPoolGenMemTypeCap) for each 
Memory Pool, the minimum number of Memory Pools must match the 
number of unique Memory Types attached to this HA.   
Because Memory Pool entry capabilities include the Memory Expansion 
Pool attribute (MemPoolEntryCapStat0.MemPoolGenMemTypeCap 
value of 1h), at least one Memory Pool entry must claim that attribute if 
the HA indicates this capability via the HACapStat.HAMemExpnCap 
capability bit. 
00h: Reserved. 
01h: Structures have 1 HA Mem Pool Entry. 
... 
Nh: Structures have N HA Mem Pool Entries. 
An HA can have a maximum 63 Mem Pool Entries. 

RO 
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Bit Location Register Description Attributes 

14 HAQACK 
This field describes the CCIX HA’s Quiesce Acknowledgement status. 
0b: CCIX HA not quiesced 
1b: CCIX HA quiesced 

If the HA has Hardware Quiesce Acknowledgement (HW QACK) 
capability, as indicated by a HACapStat.HAHWQACKCap value of 1b, 
HACapStat.HAQACK is set by implementation specific methods. 
Software can choose to poll HACapStat.HAQACK instead of waiting for 
the <HA Quiesce Time> value to check HAQACK if 
HACapStat.HAHWQACKCap has a value of 1b.  

If the HA does not have HW QACK capability as indicated in 
HACapStat.HAHWQACKCap value of 0b, the following sequence is 
followed: 

The HA sets the HAQACK bit to a value 1b after completing or 
detecting the following actions in this order: 
1. The HA detects that the HA Quiesce Request (HACntl.HAQREQ)

Control bit is set.
2. The HA has not issued any Requests and sent and received all

relevant outstanding Responses, for the duration of <HA
Quiesce Time>. <HA Quiesce Time> is based on the value of
ComnCntl2.QACKTimeScale and ComnCntl2.QACKTimeValue,
described further in Table 6-12.

3. Following the transition of the HA Request (HACntl.HAQREQ in
Table 6-46) control bit from 0b to 1b, the HA must take no
longer than 2 * <HA Quiesce Time> to set HAQACK.

After 2 * <HA Quiesce Time>, CCIX Software detecting a zero returned 
for the HAQACK field indicates an error condition such that the HA was 
unable to reach a quiescent state. 

Following the transition of the HACntl.HAQREQ control bit from 1b to 
0b, the HA must transition the HAQACK bit from 1b to 0b. 

RO 

15 HAHWQACKCap 
This field describes the HA’s Hardware Quiesce Acknowledgement 
Capability. 
0b: 
• The HA does not have a hardware mechanism to achieve a

quiescent state.
1b: 
• The HA has a hardware mechanism to achieve a quiescent state.

RO 
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Bit Location Register Description Attributes 

16 HAMemExpnCap 
This field controls enabling the HA for HA Memory Expansion. 
0b: 
• Indicates this HA doesn’t support Memory Expansion via accessing

Slave Agents.
1b: 
• Indicates this HA supports Memory Expansion via accessing Slave

Agents.

RO 

17 HAEvictHintCap 
This field indicates the HA’s preferred behavior of Evict transactions and 
may influence the Request Agent’s Evict send behavior. 
0b:  
• Sending Evict transactions from the RA is not recommended for

best system performance. However, it is permitted to send the
transaction.

1b: 
• Sending Evict transactions from the RA is recommended for best

system performance. However, it is permitted not to send the
transaction.

RO 

18 HAWriteEvictFullHintCap 
This field indicates the HA’s preferred behavior of WriteEvictFull 
transactions and may influence Request Agent’s WriteEvictFull send 
behavior. 
0b:  
• Sending WriteEvictFull transactions from the RA is not

recommended for best system performance. However, it is
permitted to send the transaction.

1b: 
• Sending WriteEvictFull transactions from the RA is recommended

for best system performance. However, it is permitted not to send
the transaction.

RO for 
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Bit Location Register Description Attributes 

27:19 HAMemPoolRdyTimeValue 
This field describes the HA’s Memory Pool Readiness Time Value 
Encoding where the overall <HA Mem Pool Readiness Time Reported> is 
HAMemPoolRdyTimeValue*<HA Mem Pool Readiness Time Multiplier>. 
<HA Mem Pool Readiness Time Multiplier> is 32HAMemPoolRdyTimeScalens. 
000h – 1FFh: Encodings for HAMemPoolRdyTimeValue of 0 through 511 
A HAMemPoolRdyTimeValue value of 000h indicates the Memory Pools 
are always ready to be discovered and configured, i.e. 
HAMemPoolRdyTimeScale is always 1b. 
The <HA Mem Pool Readiness Time Reported> must be the longer of 
the following two readiness times: 
1. The readiness time following a Conventional Reset and
2. The readiness time following a Function Level Reset.
The validity of the HAMemPoolRdyTimeValue field is not subject to the
values of the HADiscRdyStat or HAMemPoolRdyTimeScale fields. The
HAMemPoolRdyTimeValue field is valid at the same time the CCIX
Protocol Layer DVSEC Header is valid.

RO 

30:28 HAMemPoolRdyTimeScale 
This field describes the HA’s Memory Pool Readiness Time Scale 
Encoding in order to generate the <Readiness Time Multiplier> where: 
<HA Mem Pool Readiness Time Multiplier> is 32HAMemPoolRdyTimeScalens. 
0h – 7h: Encodings for HAMemPoolRdyTimeScale of 0 through 7 which 
allows for <HA Mem Pool Readiness Time Multiplier> values of 32ns 
through 34359738368ns. 
The validity of the HAMemPoolRdyTimeScale field is not subject to the 
value of the HADiscRdyStat or HAMemPoolRdyTimeScale fields. The 
HAMemPoolRdyTimeScale field is valid at the same time the CCIX 
Protocol Layer DVSEC Header is valid. 
During initialization, should an HA determine that it’s capable of a lower 
readiness time for its MemPools, the HA is permitted to reduce its <HA 
Mem Pool Readiness Time Reported> by either reducing its 
HAMemPoolRdyTimeValue, HAMemPoolRdyTimeScale, or both. 
However, CCIX Configuration Software may use either the original or 
reduced <HA Mem Pool Readiness Time Reported>. An HA is not 
permitted to increase its <HA Mem Pool Readiness Time Reported>. 

RO 
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Bit Location Register Description Attributes 

31 HAMemPoolRdyStat 
This field describes the Home Agent Memory Pool’s Readiness Status. 
0b: 
• Indicates the Home Agent’s Memory Pool attributes are not ready

to be discovered.
1b: 
• Indicates the Home Agent’s Memory Pool capabilities are ready to

be discovered, e.g. the Memory Pool Size(s) have been determined,
but the Memory Pool(s) may not be trained and therefore, the final
determination for Memory Pool Size(s) may not have occured.

A HA indicates a HAMemPoolRdyStat value of 1b and HADiscRdyStat 
value of 0b when the Memory Pool size(s) and other attributes have 
been determined, but memory training has not been completed. When 
memory training has been completed and the final, post-training, 
Memory Pool size(s) have been accurately indicated, then the HA 
indicates a value of 1b for both HAMemPoolRdyStat and HADiscRdyStat. 
A HA must take no longer than <HA Mem Pool Readiness Time 
Reported> to set HAMemPoolRdyStat. After <HA Mem Pool Readiness 
Time Reported>, CCIX Software detecting a zero returned for the 
HAMemPoolRdyStat field indicates that the HA cannot be 
configured/enumerated. 

RO 

The HA Capabilities & Status Register at Byte Offset-08h contains the HA Error Log Offset which is described in 
Chapter 7 CCIX RAS Overview. The remaining bits in this register are Reserved and Zero. 

Home Agent Control Structure 

Figure 6-55 shows the overall layout of the Home Agent Control structure. The HA BAT Entry structure is 5 

described in Section 6.2.2.4.2. 
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+X HBAT Entry 0

+Y HBAT Entry N

31 0

...

31 0

CCIX Component ID = Home AgentRsvdNext ControlOffset+00

31 20 19 16 15 0

+04

31 0

HA Control

+18

31 0

HAID Table Entry 0

+V

31 0

HAID Table Entry N

...

+10

31 0

HA Error Control & Status Register 0

+08

31 0

HA Control Present RAID Vector 0

+0C

31 0

HA Control Present RAID Vector 1

+14

31 0

HA Error Control & Status Register 1

Figure 6-55: Home Agent Control Registers  
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Figure 6-56 shows the layout of the Home Agent Control (HACntl) Register at Byte Offset-04h. 

RsvdP

01

Home Agent Enable

31

RsvdP

781314

HBAT Entry Enable

1516

HA Mem Expansion Enable

171819

HA Precise Snp Resp Control

RsvdP
HA QREQ

Figure 6-56: HACntl Register at Byte Offset-04h 

Table 6-46 describes the HACntl Register fields at Byte Offset-04h. 

Table 6-46: HACntl Register Fields at Byte Offset-04h 5 

Bit Location Register Description Attributes 

0 HAEnable 
This field controls enabling the Home Agent. 
0b: 
• Indicates either the HA has not been configured, or

the previously configured HA has been taken offline.
1b: 
• Indicates the HA is enabled. The HA has been

configured, must service Requests from RAs, and can
send Snoops to RAs. The HA can also sent Requests
to SAs if Memory Expansion has been enabled.

CCIX Device initializes to 0b after reset (except FLR). 

RW 

7:1 Reserved and Preserved RsvdP 
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Bit Location Register Description Attributes 

13:8 HBATEntryEnable 
This field describes the number of  Memory Pools 
enabled and therefore the number of unique G-HSAM 
Address windows that have been allocated to this HA. 
HBATEntryEnable therefore also indicates the 
corresponding number of HBAT Control entries. 
00h: Control Structures do not have any HBAT Entries 
enabled. 
01h: Control Structures have 1 HBAT Entry. 
… 
Nh: Control Structures have N HBAT Entries. 
A HA can have a maximum 63 HBAT Entries enabled. 
CCIX Device initializes to 00h after reset (except FLR). 

RW 

14 HAQREQ 
HA Quiesce Request controls when the HA will act to 
achieve a quiesced state. There can only be a change in 
the value, 0b or 1b, of the corresponding 
HACapStat.HAQACK bit after CCIX configuration software 
changes the value, 0b or 1b, of this HAQREQ control bit. 
0b: 
• HA is not required to be quiesced.
1b:
• HA must be quiesced.
CCIX Confguration software must set the bit to a value 1b
after first quiescing the RAs that can access this HA.
CCIX Device initializes to 0b after reset (except FLR).

RW 

15 Reserved and Preserved RsvdP 

16 HAMemExpnEnable 
This field enables memory expansion in a Home Agent. 
0b: 
• Indicates this HA is not enabled for HA Memory

Expansion via accessing Slave Agents.
1b: 
• Indicates this HA is enabled for HA Memory

Expansion via accessing Slave Agents.
If this HA is enabled for HA Memory Expansion, then at 
least one Memory Expansion Capable 
(MemPoolEntryCapStat0.MemPoolGenMemTypeCap 
value of 1h) Memory Pool Entry must be valid in order to 
indicate the 4GB or 2n size aligned Base Address for the 
mapped Memory Expansion Pool. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 
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Bit Location Register Description Attributes 

17 Reserved and Preserved RsvdP 

18 HAPreciseSnpRespCntl 
This field controls whether the HA is allowed to precisely 
track UC and UD state for SnpRespData type Snoop 
Response from an RA. 
HAs must allow for an imprecise SnpRespData type Snoop 
Response from an RA, i.e. HAs must support a 
HAPreciseSnpRespCntl value of 0b. 
HAs are permitted to support behavior consistent with a 
HAPreciseSnpRespCntl value of 0b even if 
HAPreciseSnpRespCntl is programmed with a value of 1b. 
0b: 
• Indicates at least one RA is not capable of

communicating a precise UC or UD state when
providing either a SnpRespData_UC or
SnpRespData_UD type Snoop Response.

1b: 
• Indicates all RAs are capable of communicating a

precise UC or UD state when providing
SnpRespData_UC or SnpRespData_UD type Snoop
Response.

CCIX Device initializes to 0b after reset (except FLR). 

RW 

31:19 Reserved and Preserved RsvdP 

Figure 6-57 shows the layout of the Home Agent Control Present RAID Vector 0 (HACntlPresentRAIDVctr0) 
Register at Byte Offset-08h. 

0124 35679 810111214 131516171820 1921222325 2426272830 2931

RAID0 Present

...RAID1 Present

RAID30 Present

RAID31 Present

Figure 6-57: HACntlPresentRAIDVctr0 Register 5 

Table 6-47 describes the HACntlPresentRAIDVctr0 Register fields at Byte Offset-08h. 
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Table 6-47: HACntlPresentRAIDVctr0 Register Fields 

Bit Location Register Description Attributes 

31:0 PresentRAIDVctr0 
PresentRAIDVctr0[0] to PresentRAIDVctr0[31] indicate the Request 
AgentID is present for RAID0 to RAID31 respectively: 
0b: Indicates that the RAID associated with this bit-position is not 
present. 
1b: Indicates that the RAID associated with this bit-position is 
present. 

A 1b setting is permitted for an RA that is present and enumerated 
with an RAID, but not enabled to send traffic. The opposite, 
however, is not permitted, i.e. a 0b setting is not allowed if an RA is 
present and enumerated. 
CCIX Device initializes to 0000h after reset (except FLR). 

RW 

Figure 6-58 shows the layout of the Home Agent Control Present RAID Vector 1 (HACntlPresentRAIDVctr1) 
Register at Byte Offset-0Ch. 

RAID32 Present

...

0124 35679 810111214 1315

RAID33 Present

RAID62 Present

RAID63 Present

16171820 1921222325 2426272830 2931

5 

Figure 6-58: HACntlPresentRAIDVctr1 Register 

for 

Eva
luati

on



Hardware Specification for Evaluation  Protocol Layer DVSEC 

Protocol Layer and Transport Layer DVSEC       © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 256 of 346 
July 8, 2019 

Table 6-48 describes the HACntlPresentRAIDVctr1 Register fields at Byte Offset-0Ch. 

Table 6-48: HACntlPresentRAIDVctr1 Register Fields 

Bit Location Register Description Attributes 

31:0 PresentRAIDVctr1 
PresentRAIDVctr1[0] to PresentRAIDVctr1[31] indicate the Request 
AgentID is present for RAID32 to RAID63 respectively: 
0b: Indicates that the RAID associated with this bit-position is not 
present. 
1b: Indicates that the RAID associated with this bit-position is present. 
A 1b setting is permitted for an RA that is present and enumerated 
with an RAID, but not enabled to send traffic. The opposite, however, 
is not permitted, i.e. a 0b setting is not allowed if an RA is present and 
enumerated. 
CCIX Device initializes to 0000h after reset (except FLR). 

RW 

The HA Error Control & StatusRegisters, HAErrCntlStat0 and HAErrCntlStat1, at Byte Offset-10h and Byte Offset-
14h respectively, are described in Chapter 7, CCIX RAS Overview.  5 

Figure 6-59 shows the layout of the Home AgentID Table Entry 0 (HAIDTblEntry0) Control Register at Byte Offset-
18h. The Home AgentID Table is AgentID indexed and CCIX Configuration Software can program the CCIX 
AgentID of up to 4 CCIX Agents per entry. The total number of entries in the Home AgentID Table is the quotient 
of HACapStat.NumHAID divided by 4, rounded to the next higher DW boundary. Unused entries in a DW are 
Reserved and Preserved. Thus the maximum number of Home AgentID Table entries is 16. 10 

AgentID for HA #4

6 5 07

Rsvd

14 13 815

Rsvd

22 21 1623

Rsvd

30 29 2431

Rsvd

AgentID for HA #1

AgentID for HA #2

AgentID for HA #3

Figure 6-59: HAIDTblEntry0 Register at Byte Offset-18h 

Table 6-49 describes an individual HAIDTblEntry Register in the Home AgentID Table. 
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Table 6-49: HAIDTblEntry Register Fields 

Bit Location Register Description Attributes 

5:0 AgentIDforHAn 
This field contains the CCIX AgentID to be expressed for Home Agent 
number N, where N ranges from 1 up to the number indicated by the 
HACapStat.NumHAID encoding described in Table 6-45. 
AgentIDforHAn is required to be unique across all Home Agents in a 
CCIX system. Also, an CCIX AgentID is unique to a CCIX Device and 
cannot be re-used to enumerate a CCIX Agent on any other CCIX 
Device. An HA and RA on the same CCIX Device is permitted to share a 
CCIX AgentID. 
00h – 3Fh: Encodings for HAID0 through HAID63. 

RW 

7:6 Reserved and Preserved RsvdP 

The HBAT Control structure, located after the HAID Table, and illustrated in Figure 6-55, has the structure and 
definition of BAT Control structures described in detail in Section 6.2.2.4.2. 

 Request Agent Structures 5 

 Request Agent Capabilities & Status Structure 

Figure 6-60 shows the overall layout of the RA Capabilities & Status Structure. 

CCIX Component ID = Request AgentCapability 
VersionNext Capabilities & Status Offset+00

31 20 19 16 15 0

+04

31 0

RA Capabilities & Status

+08 RA Error Log Offset

31 20 19 0

Reserved

Figure 6-60: RA Capabilities & Status Structure 
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Figure 6-61 shows the layout of the RA Capabilities & Status (RACapStat) Register at Byte Offset-04h. 

RsvdZ

1831 19

Cache Flush Completion Time Value

30 28 27

Cache Flush Completion Time Scale

Cache Flush Status

01

Request Agent Discovery Status

17

RA Precise Snp Resp Capability

RsvdZ

2345

RA HW QACK Capability

RA QACK

Figure 6-61: RACapStat Register at Byte Offset-04h 

Table 6-50 describes the RACapStat Register fields at Byte Offset-04h. 

Table 6-50: RACapStat Register Fields at Byte Offset-04h 5 

Bit Location Register Description Attributes 

0 RADiscRdyStat 
This field describes the Request Agent’s Discovery Readiness Status. 
0b: 
• Indicates the Request Agent and its capabilities and control are not ready to be

discovered and configured.
1b: 
• Indicates the Request Agent and its capabilities and control are ready to be

discovered and configured.

RO 

2:1 Reserved and Zero RsvdZ 
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Bit Location Register Description Attributes 

3 RAQACK 
This field describes the CCIX RA’s Quiesce Acknowledgement status. 
0b: CCIX RA not quiesced 
1b: CCIX RA quiesced 

If the RA has Hardware Quiesce Acknowledgement (HW QACK) capability, as indicated 
by a RACapStat.RAHWQACKCap value of 1b, RACapStat.RAQACK is set by 
implementation specific methods. Software can choose to poll RACapStat.RAQACK 
instead of waiting for the <RA Quiesce Time> value to check RAQACK if 
RACapStat.RAHWQACKCap has a value of 1b.  

If the RA does not have HW QACK capability as indicated in RACapStat.RAHWQACKCap 
value of 0b, the following sequence is followed: 

The RA sets the RAQACK bit to a value 1b after completing or detecting the 
following actions in this order: 
1. The RA detects that the RA Quiesce Request (RACntl.RAQREQ) Control bit is

set.
2. The RA has not issued any Requests and sent and received all relevant

outstanding Responses, for the duration of <RA Quiesce Time>. <RA Quiesce
Time> is based on the value of ComnCntl2.QACKTimeScale and
ComnCntl2.QACKTimeValue, described further in Table 6-12.

3. Following the transition of the RA Request (RACntl.RAQREQ in Table 6-48)
control bit from 0b to 1b, the RA must take no longer than 2 * <RA Quiesce
Time> to set RAQACK.

After 2 * <RA Quiesce Time>, CCIX Software detecting a zero returned for the RAQACK 
field indicates an error condition such that the RA was unable to reach a quiescent 
state. 

Following the transition of the RACntl.RAQREQ control bit from 1b to 0b, the RA must 
transition the RAQACK bit from 1b to 0b. 

RO 

4 RAHWQACKCap 
This field describes the RA’s Hardware Quiesce Acknowledgement Capability. 
0b: The RA does not have a hardware mechanism to achieve a quiescent state. 
1b: The RA has a hardware mechanism to achieve a quiescent state. 

RO 

17:5 Reserved and Zero RsvdZ 
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Bit Location Register Description Attributes 

18 RAPreciseSnpRespCap 
This field indicates the RA’s capability to communicate a precise UC or UD state for 
SnpRespData type Snoop Response. 
0b: 
• Indicates the RA is not capable of communicating a precise UC or UD state when

providing either a SnpRespData_UC or SnpRespData_UD type Snoop Response.
1b: 
• Indicates the RA is capable of communicating a precise UC or UD state when

providing SnpRespData_UC or SnpRespData_UD type Snoop Response.

RO 

27:19 CacheFlushTimeValue 
This field describes the RA’s Cache Flush Time Value Encoding where the overall 
<Cache Flush Time Reported> is CacheFlushTimeValue *<Cache Flush Time Multiplier>. 
<Cache Flush Time Multiplier> is 32CacheFlushTimeScalens. 
000h – 1FFh: Encodings for CacheFlushTimeValue of 0 through 511. 
• The validity of CacheFlushTimeValue is not subject to the

RACapStat.RADiscRdyStat indicator. CacheFlushTimeValue is valid at the same
time the CCIX Protocol Layer DVSEC Header is valid.

RO 

30:28 CacheFlushTimeScale 
This field describes the RA’s Cache Flush Time Scale Encoding in order to generate the 
<Cache Flush Time Multiplier> where 
<Cache Flush Time Multiplier> is 32CacheFlushTimeScalens. 
0h – 7h: Encodings for CacheFlushTimeScale of 0 through 7 which allows for <Cache 
Flush Time Multiplier> values of 32ns through 34359738368ns. 
The validity of CacheFlushTimeScale is not subject to the RACapStat.RADiscRdyStat 
indicator. CacheFlushTimeScale is valid at the same time the CCIX Protocol Layer 
DVSEC Header is valid. 

RO 

31 RACacheFlushStat 
0b: Cache Flush operation not completed 
1b: Cache Flush operation completed. 
Following the transition of the Request Agent Flush Enable 
(RACntl.RACacheFlushEnable in Table 6-51) control bit from 0b to 1b, the RA must take 
no longer than <Cache Flush Time Reported> to set RACacheFlushStat. After <Cache 
Flush Time Reported>, CCIX Software detecting a zero returned for the 
RACacheFlushStat field indicates that an error has occurred in the RA during the cache 
flush operation. 
Following the transition of the RACntl.RACacheFlushEnable control bit from 1b to 0b, 
the RA must transition the RACacheFlushStat bit from 1b to 0b.  
CCIX Device initializes to 0b after reset (except FLR). 

RO 
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The RA Capabilities & Status Error Log Pointer (RAErrLogPtr) Register at Byte Offset-08h contains the RA Error 
Log Offset which is described in Chapter 7, CCIX RAS Overview. The remaining bits in this register are Reserved 
and Zero. 

Request Agent Control Structure 

Figure 6-62 shows the overall layout of the Request Agent Control structure. 5 

CCIX Component ID = Request AgentRsvdPNext ControlOffset+00

31 20 19 16 15 0

+04

31 0

RA Control

+08

31 0

RA Error Control & Status Register 0

+0C

31 0

RA Error Control & Status Register 1

Figure 6-62: Request Agent Control Registers  

Figure 6-63 shows the layout of the Request Agent Control (RACntl) Register at Byte Offset-04h. 

31

RsvdP

Request Agent ID

01

Request Agent Enable

26 25

Cache Flush Enable

1516

RsvdP

1314

Cache Enable

2

RA Snoop Response Enable
RA WriteEvictFull Hint Control

1819 17

RA Evict Hint Control

RsvdP

34

RsvdP
RA QREQ

10 

Figure 6-63: RACntl Register at Byte Offset-04h 

Table 6-51 describes the RACntl Register fields at Byte Offset-04h. 
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Table 6-51: RACntl Register Fields at Byte Offset-04h 

Bit Location Register Description Attributes 

0 RAEnable 
This field controls enabling the Request Agent. 
0b: Indicates either the RA has not been configured, or the previously 
configured RA has been taken offline. 
1b: Indicates the RA is enabled. 
A 0-to-1 transition indicates the RA has been configured, and can send 
Requests to HAs. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

1 RASnpRspEnable 
This field controls enabling Snoop Responses from the Request Agent. 
0b: Indicates the RA has not been enabled to send Snoop Responses. 
1b: Indicates the RA is enabled to send Snoop Responses.  The RA must 
receive Snoop Requests and must send a protocol compliant Snoop 
Response. 
RASnpRspEnable must be set to 1b along with, or prior to, RAEnable 
being set to 1b. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

2 Reserved and Preserved RsvdP 

3 RAQREQ 
RA Quiesce Request controls when the RA will act to achieve a quiesced 
state. There can only be a change in the value, 0b or 1b, of the 
corresponding RACapStat.RAQACK bit after CCIX configuration software 
changes the value, 0b or 1b, of this RAQREQ control bit. 
0b: RA is not required to be quiesced. 
1b: RA must be quiesced. 
CCIX Confguration software must set the bit to a value 1b after first 
quiescing the AFs being serviced by this RA. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

13:4 Reserved and Preserved RsvdP 
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Bit Location Register Description Attributes 

14 RACacheFlushEnable 
This field controls initiating a Flush and Invalidate operation of the 
Request Agent Cache. 
0b: Indicates Cache Flush disabled. 
1b: Indicates Cache Flush enabled. 
The RA must flush all Dirty copies back to the HA and invalidate all 
entries. Upon completion of the Cache Flush operation, the RA sets the 
RACapStat.RACacheFlushStat bit. 
The RA must continue to service Snoops from the HA during the Cache 
Flush operation. 
CCIX Configuration Software must clear RACacheFlushEnable on 
detecting that the Request Agent Cache Flush Status, 
RACapStat.RACacheFlushStat, indicates completion of the Cache Flush 
operation. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

15 RACacheEnable 
This field enables the Request Agent Cache. 
0b:  
• Disable allocation of Home Agent Cachelines into the RA cache.
• The RA must continue to service Snoops from the HA when

RASnpRspEnable is set to 1b, even if the RACacheEnable bit
indicates caching is disabled.

1b: 
• Enable Caching of Home Agent Cachelines.
CCIX Device initializes to 0b after reset (except FLR).

RW 

16 Reserved and Preserved RsvdP 

17 RAEvictHintCntl 
This field indicates the preferred behavior of Evict transactions in the 
system, and optionally controls the Request Agent’s Evict send behavior. 
0b:  
• Sending Evict transactions from the RA is not recommended for

best system performance. However, it is permitted to send the
transaction.

1b: 
• Sending Evict transactions from the RA is recommended for best

system performance. However, it is permitted not to send the
transaction.

CCIX Device initializes to 0b after reset (except FLR). 

RW 
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Bit Location Register Description Attributes 

18 RAWriteEvictFullHintCntl 
This field indicates the preferred behavior of WriteEvictFull transactions 
in the system, and optionally controls the Request Agent’s 
WriteEvictFull send behavior. 
0b:  
• Sending WriteEvictFull transactions from the RA is not

recommended for best system performance. However, it is
permitted to send the transaction.

1b: 
• Sending WriteEvictFull transactions from the RA is recommended

for best system performance. However, it is permitted not to send
the transaction.

CCIX Device initializes to 0b after reset (except FLR). 

RW 

25:19 Reserved and Preserved RsvdP 

31:26 RAID 
The Request AgentID (RAID) is required to be unique across across all 
Request Agents in a CCIX system. Also, a CCIX AgentID is unique to a 
CCIX Device and cannot be re-used to enumerate a CCIX Agent on any 
other CCIX Device. An HA and RA on the same CCIX Device is permitted 
to share a CCIX AgentID. 
00h – 3Fh: Encodings for RAID0 through RAID63. 
RAID must be programmed along with, or prior to, RASnpRspEnable 
being set to 1b. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 
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 Slave Agent Structures 

Slave Agent structures, as indicated by the Slave Agent Component ID, contain attributes that describe the Slave 
Agent. These structures include SBAT entries as described in Section 6.2.2.4.2. 

Slave Agent Capabilities & Status Structure 

Figure 6-64 shows the overall layout of the Slave Agent Capabilities & Status structure. 5 

CCIX Component ID = Slave AgentCapability 
VersionNext Capabilities & Status Offset+00

31 20 19 16 15 0

+04

31 0

SA Capabilities & Status - I

+08 SA Error Log Offset

31 20 19 0

Reserved

SA Mem Pool 0 Capabilities & Status

...
SA Mem Pool n Capabilities & Status

31 0

31 0

+0C

N*08 
+0C

Figure 6-64: Slave Agent Capabilities & Status Structure 

Figure 6-65 shows the layout of the Slave Agent Capabilities & Status (SACapStat) Register at Byte Offset-04h. 

0134910

SA Mem Pool Capability

Slave Agent Discovery Status

18

RsvdZ

31 19

Mem Pool
Readiness
Time Value

30 28 27

Mem Pool Readiness Time Scale

Mem Pool
Readiness
Status Atomic Support Capability

CMO Support Capability
RsvdZ

2

RsvdZ

13141516

SA HW QACK Capability

SA QACK

Figure 6-65: SACapStat Register at Byte Offset-04h 10 
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Table 6-52 describes the SACapStat Register fields at Byte Offset-04h. 

Table 6-52:  SACapStat Register Fields at Byte Offset-04h 

Bit 
Location 

Register Description Attributes 

0 SADiscRdyStat 
This field describes the Slave Agent’s Discovery Readiness Status. 

0b: Indicates the Slave Agent and its capabilities and control are not ready to 
be discovered and configured. 
1b: Indicates the Slave Agent and its capabilities and control are ready to be 
discovered and configured. This also indicates the number of Memory Pools 
and the Pool Sizes are ready to be discovered and configured, i.e. Memory 
training is completed and the Memory Sizes are accurately reflected. 

RO 

1 SAAtomicSupportCap 
This field describes the Slave Agent’s Atomic Support Capability. 

0b: Indicates the Slave Agent is not capable of supporting Atomic 
transactions. 
1b: Indicates the Slave Agent is capable of supporting Atomic transactions. 

RO 

2 SACMOSupportCap 
This field describes the Slave Agent’s CMO Support Capability. 

0b: Indicates the Slave Agent is not capable of supporting CMO transactions. 
1b: Indicates the Slave Agent is capable of supporting CMO transactions. 

RO 

3 Reserved and Zero RsvdZ 

9:4 SAMemPoolCap 
This field describes the number of Memory Pools, and therefore, the number 
of unique G-HSAM Address windows that can target this SA. SAMemPoolCap, 
therefore, also indicates the corresponding number of SBAT entries. 

Because Memory Pool entry capabilities include the Memory Type attribute 
(MemPoolEntryCapStat0.MemPoolGenMemTypeCap) for each Memory Pool, 
the minimum number of Memory Pools must match the number of unique 
Memory Types attached to this SA.   

00h: Reserved. 
01h: Structure has 1 SA Mem Pool Entry. 
… 
Nh: Structures have N SA Mem Pool Entries. 

RO 
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Bit 
Location 

Register Description Attributes 

An SA can have a maximum 63 SA Mem Pool Entries. 

10:13 Reserved and Zero RsvdZ 

14 SAQACK 
This field describes the CCIX SA’s Quiesce Acknowledgement status. 
0b: CCIX SA not quiesced 
1b: CCIX SA quiesced 

If the SA has Hardware Quiesce Acknowledgement (HW QACK) capability, as 
indicated by a SACapStat.SAHWQACKCap value of 1b, SACapStat.SAQACK is 
set by implementation specific methods. Software can choose to poll 
SACapStat.SAQACK instead of waiting for the <SA Quiesce Time> value to 
check SAQACK if SACapStat.SAHWQACKCap has a value of 1b.  

If the SA does not have HW QACK capability as indicated in 
SACapStat.SAHWQACKCap value of 0b, the following sequence is followed: 

The SA sets the SAQACK bit to a value 1b after completing or detecting 
the following actions in this order: 
1. The SA detects that the SA Quiesce Request (SACntl.SAQREQ)

Control bit is set.
2. The SA has not issued any Requests and sent and received all

relevant outstanding Responses, for the duration of <SA Quiesce
Time>. <SA Quiesce Time> is based on the value of
ComnCntl2.QACKTimeScale and ComnCntl2.QACKTimeValue,
described further in Table 6-12.

3. Following the transition of the SA Request (SACntl.SAQREQ inTable
6-50) control bit from 0b to 1b, the SA must take no longer than 2 *
<SA Quiesce Time> to set SAQACK.

After 2 * <SA Quiesce Time>, CCIX Software detecting a zero returned for the 
SAQACK field indicates an error condition such that the SA was unable to 
reach a quiescent state. 

Following the transition of the SACntl.SAQREQ control bit from 1b to 0b, the 
SA must transition the SAQACK bit from 1b to 0b. 

RO 

15 SAHWQACKCap 
This field describes the SA’s Hardware Quiesce Acknowledgement Capability. 
0b: The SA does not have a hardware mechanism to achieve a quiescent 
state. 
1b: The SA has a hardware mechanism to achieve a quiescent state. 

RO 

18:16 Reserved and Zero RsvdZ 

27:19 SAMemPoolRdyTimeValue RO 
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Bit 
Location 

Register Description Attributes 

This field describes the SA’s Memory Pool Readiness Time Value Encoding 
where the overall <SA Mem Pool Readiness Time Reported> is 
SAMemPoolRdyTimeValue*<SA Mem Pool Readiness Time Multiplier>. 
<SA Mem Pool Readiness Time Multiplier> is 32SAMemPoolRdyTimeScalens. 
000h – 1FFh: Encodings for SAMemPoolRdyTimeValue of 0 through 511 
A SAMemPoolRdyTimeValue value of 000h indicates the Memory Pools are 
always ready to be discovered and configured, i.e. SAMemPoolRdyStat is 
always 1b. 
The <SA Mem Pool Readiness Time Reported> must be the longer of the 
following two readiness times: 
1. The readiness time following a Conventional Reset.
2. The readiness time following a Function Level Reset.
The validity of SAMemPoolRdyTimeValue is not subject to the SADiscRdyStat
or SAMemPoolRdyStat indicators. SAMemPoolRdyTimeValue is valid at the
same time the CCIX Protocol Layer DVSEC Header is valid.

30:28 SAMemPoolRdyTimeScale 
This field describes the SA’s Memory Pool Readiness Time Scale Encoding in 
order to generate the <SA Mem Pool Readiness Time Multiplier> where <SA 
Mem Pool Readiness Time Multiplier> is 32SAMemPoolRdyTimeScalens. 
0h – 7h: Encodings for SAMemPoolRdyTimeScale of 0 through 7 which allows 
for <SA Mem Pool Readiness Time Multiplier> values of 32ns through 
34359738368ns. 
The validity of SAMemPoolRdyTimeScale is not subject to the SADiscRdyStat 
or SAMemPoolRdyStat indicators. SAMemPoolRdyTimeScale is valid at the 
same time the CCIX Protocol Layer DVSEC Header is valid. 
During initialization, should an SA determine that it’s capable of a lower 
readiness time for its MemPools, the SA is permitted to reduce its <SA Mem 
Pool Readiness Time Reported> by either reducing its 
SAMemPoolRdyTimeValue, SAMemPoolRdyTimeScale, or both.  
However, CCIX Configuration Software may use either the original or reduced 
<SA Mem Pool Readiness Time Reported>.  
An SA is not permitted to increase its <SA Mem Pool Readiness Time 
Reported>. 

RO 

31 SAMemPoolRdyStat 
This field describes the Slave Agent Memory Pool’s Readiness Status. 
0b: Indicates the Slave Agent’s Memory Pool attributes are not ready to be 
discovered. 
1b: Indicates the Slave Agent’s Memory Pool capabilities are ready to be 
discovered, e.g. the Memory Pool Size(s) have been determined, but the 
Memory Pool(s) may not be trained and therefore, the final determination for 
Memory Pool Size(s) may not have occured. 

RO 
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Bit 
Location 

Register Description Attributes 

A SA indicates a SAMemPoolRdyStat value of 1b and SADiscRdyStat value of 
0b when the Memory Pool size(s) and other attributes have been determined, 
but memory training has not been completed. When memory training has 
been completed and the final, post-training, Memory Pool size(s) have been 
accurately indicated, then the SA indicates a value of 1b for both 
SAMemPoolRdyStat and SADiscRdyStat. 
A SA must take no longer than <SA Mem Pool Readiness Time Reported> to 
set SAMemPoolRdyStat. After <SA Mem Pool Readiness Time Reported>, CCIX 
Software detecting a zero returned for the SAMemPoolRdyStat field indicates 
that the SA cannot be configured/enumerated. 

The Capabilities & Status Register at Byte Offset-08h contains the SA Error Log Offset which is described in 
Chapter 7, CCIX RAS Overview. The remaining bits in this register are Reserved and Zero. 

Slave Agent Control Structure 

Figure 6-66 shows the overall layout of the Slave Agent Control structure. The SA BAT Entry structure is 
described in Section 6.2.2.4.2.1.  5 

Figure 6-66: Slave Agent Control Structure 

Figure 6-67 shows the layout of the Slave Agent Control (SACntl) Register at Byte Offset-04h. 
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31

RsvdP

Slave Agent ID

01

Slave Agent Enable

26 25

Reserved

34910

SBAT Entry Enable

131415

SA QREQ

RsvdP

Figure 6-67: SACntl Register at Byte Offset-04h 

Table 6-53 describes the SACntl Register fields at Byte Offset-04h. 

Table 6-53: SACntl Register Fields at Byte Offset-04h 5 

Bit 
Location 

Register Description Attributes 

0 SAEnable 
This field controls enabling the Slave Agent. 
0b: Indicates either the SA has not been configured, or the previously configured SA 
has been taken offline. 
1b: Indicates the SA is enabled. The SA has been configured and must service Requests 
from an HA. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

3:1 Reserved and Preserved RsvdP 

9:4 SBATDepthEnable 
This field describes the number of  Memory Pools enabled and therefore the number 
of unique G-HSAM Address windows that have been allocated to this SA. 
SBATDepthEnable therefore also indicates the corresponding number of SBAT Control 
entries. 
00h: Control Structures do not have any SBAT Entries enabled. 
01h: Control Structures have 1 SBAT Entry. 
… 
Nh: Control Structures have N SBAT Entries. 
An SA can have a maximum 63 SBAT Entries enabled. 
CCIX Device initializes to 00h after reset (except FLR). 

RW 

13:10 Reserved and Preserved RsvdP 
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Bit 
Location 

Register Description Attributes 

14 SAQREQ 
SA Quiesce Request controls when the SA will act to achieve a quiesced state. 
0b: SA is not required to be quiesced. There can only be a change in the value, 0b or 
1b, of the corresponding  SACapStat.SAQACK bit after CCIX configuration software 
changes the value, 0b or 1b, of this SAQREQ control bit. 
1b: SA must be quiesced. 
CCIX Confguration software must set the bit to a value 1b after first quiescing the HAs 
being serviced by this SA. 
CCIX Device initializes to 0b after reset (except FLR). 

RW 

25:15 Reserved and Preserved RsvdP 

31:26 SAID 
The Slave AgentID (SAID) is required to be unique across all Slave Agents in a CCIX 
system. Also, a CCIX AgentID is unique to a CCIX Device and cannot be re-used to 
enumerate a CCIX Agent on any other CCIX Device. 
00h – 3Fh: Encodings for SAID0 through SAID63. 

RW 

The SA Error Control & Status Registers, SAErrCntlStat0 and SAErrCntlStat1, at Byte Offset-08h and Byte Offset-
0Ch respectively, are described in Chapter 7, CCIX RAS Overview.  

The SBAT Control structure, located after the SA Error Control & Status Registers and illustrated in Figure 6-66, 
has the structure and definition of BAT Control structures described in detail in Section 6.2.2.4.2. 5 

 AF Properties Stuctures 

CCIX Acceleration Function (AF) Properties Structures provide the ability to identify the binding between 
Acceleration Functions and the Request Agents servicing those Acceleration Functions, and the optional ability 
to control that binding. The AF Properties Structures must be located in Function 0 of the Primary CCIX Port. 
Secondary CCIX Ports do not have AF Properties Structures 10 

AF Properties Capabilities & Status Structure 

15 

Figure 6-68 shows the overall layout of the AF Properties Capabilities & Status Structure. There are pointers to 
three data structures contained within the AF Properties Capabilities & Status Structure. Two of the pointers are 
the RA Reference Index data structure, and the AFtoRA Binding Capability data structure. 

The third pointer is to an optional AF Reference Index data structure. Section 6.2.2.10.1.2 describes the 
conditions under which this optional structure is declared. 
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CCIX Component ID = AF PropertiesComponent 
VersionNext Capability & Status Offset+00

31 20 19 16 15 0

+04 RA Reference Index Offset

31 20 19 0

RA Reference Index Size

12 11

+0C AFtoRA Binding Capability Offset

31 20 19 0

AFtoRA Binding Capability Size

12 11

RsvdZ

RsvdZ

+08 AF Reference Index Offset

31 20 19 0

AF Reference Index Size

12 11

RsvdZ

Figure 6-68: AF Properties Capabilities & Status Structure 

Table 6-54 describes the fields of the RA Reference Index Pointer (RARefIndexPtr) Register at Byte Offset 04h of 
the AF Properties Capabilities & Status Structure. 

Table 6-54:  RARefIndexPtr Register fields 5 

Bit Location Register Description Attributes 

11:0 RARefIndexSize 
This field indicates the RA Reference Index structure size in number of DW. 

RO 

19:12 Reserved and Zero RsvdZ 

31:20 RARefIndexOffset 
This field indicates the RA Reference Index structure Offset in number of 
bytes. The offset must be in integer multiples of DW. 
The offset + size must remain within the size of CCIX Protocol Layer DVSEC. 

RO 

Table 6-55 describes the fields of the AF Reference Index Pointer (AFRefIndexPtr) Register at Byte Offset 08h of 
the AF Properties Capabilities & Status Structure. 

Table 6-55: AFRefIndexPtr Register fields 

Bit Location Register Description Attributes 

11:0 AFRefIndexSize 
This field indicates the AF Reference Index structure size in number of DW. 
An AFRefIndexSize value of 000h and an AFRefIndexOffset value of 000h, i.e. 
a null AFRefIndexPtr, indicates that this CCIX Device does not have the 
optional AF Reference Index data structure. 

RO 

19:12 Reserved and Zero RsvdZ 
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Bit Location Register Description Attributes 

31:20 AFRefIndexOffset 
This field indicates the AF Reference Index structure Offset in number of 
bytes. The offset must be in integer multiples of DW. 
The offset + size must remain within the size of CCIX Protocol Layer DVSEC. 
An AFRefIndexSize value of 000h and an AFRefIndexOffset value of 000h, i.e. 
a null AFRefIndexPtr, indicates that this CCIX Device does not have the 
optional AF Reference Index data structure. 

RO 

Table 6-56 describes the fields of the AFtoRA Binding Capability Pointer (AFtoRABindingCapPtr) Register at Byte 
Offset 0Ch of the AF Properties Capabilities & Status Structure. 

Table 6-56: AFtoRABindingCapPtr Register fields 

Bit Location Register Description Attributes 

11:0 AFtoRABindingCapSize 
This field indicates the AFtoRA Binding Capability structure size in number of 
DW. 

RO 

19:12 Reserved and Zero RsvdZ 

31:20 AFtoRABindingCapOffset 
This field indicates the AFtoRA Binding Capability structure Offset in number 
of bytes. The offset must be in integer multiples of DW. 
The offset + size must remain within the size of CCIX Protocol Layer DVSEC. 

RO 

5 

 RA Reference Index Structure 

Figure 6-69 shows the overall layout of the RA Reference Index Structure. The RA Reference Index Structure 
contains at least one RA Reference Index Entry, and the number of entries is based on the number of RAs in the 
CCIX Device, with a maximum of 32 RAs per CCIX Device. Each RA Reference Index Entry indicates the location of 
a RA DVSEC on that Device. Each RA Reference Index Entry must be unique, i.e. the location of a RA DVSEC on 10 

that Device is not repeated within the RA Reference Index Structure. The RA Reference Index Number, starting 
with RA Reference Index 0, is based on the position of the RA Reference Index Entry within the RA Reference 
Index Structure. Thus, RA Reference Index Entries 0 to n in the RA Reference Index Structure are associated with 
RA Reference Index Number 0 to n. The RA Reference Index Number is used as a reference pointer to the RA 
indicated in the RA Reference Index Structure in both the AFtoRA Binding Capability structure described in 15 

Section 6.2.2.10.1.3, as well as the AF Binding Control Entries described in Section 6.2.2.10.2.1. 
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RA Reference Index 1 Entry

31 0

RA Reference Index 0 Entry

31 0

RA Reference Index n Entry

31 0
...

+00

+04

+n*04

Figure 6-69: RA Reference Index Structure 

Figure 6-70 illustrates the layout of an RA Reference Index Entry. 

RACapOffset

31 019

RAFunction

12 11

RAPortID

8 720

RsvdZ

5 Figure 6-70:  RA Reference Index Entry 

Table 6-57 describes the register fields of the RA Reference Index Entry. 

Table 6-57: RA Reference Index Entry Register Index fields 

Bit Location Register Description Attributes 

7:0 Reserved and Preserved RsvdZ 

11:8 RAPortID 
Indicates the CCIX PortID of the RA to which an AF to RA binding exists. 
0h – Fh:  Encodings for RAPortID values from 0 to 15. 

RO 

19:12 RAFunction 
Indicates the PCIe Function number of the RA to which an AF to RA binding 
exists, the function being located at the RAPortID declared in this entry. 
00h – FFh:  Encodings for RAFunction values from 0 to 255. 
To accommodate PCIe ARI, RAFunction supports 256 Functions. 

RO 

31:20 RACapOffset 
Indicates the DVSEC Capability Offset of the RA to which an AF to RA binding 
exists, the RACapOffset being relative to the RAPortID and RAFunction 
declared in this entry. 

RO 
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 AF Reference Index Structure 

The AF Reference Index Structure is an optional structure for identifying Acceleration Functions using a PCIe 
framework. The AF Reference Index Structure mechanism relies on the PCIe Device and Function number (or 
PCIe Function number if ARI is supported), and the PCIe Port of the AF being sufficient to uniquely distinguish 
one Acceleration Function from another. 5 

However, alternate frameworks that do not rely on PCIe Bus, Device, and Function number as the sole 
mechanism to delineate a unique Acceleration Function are not required to define the AF Reference Index 
Structure, and indicate that by providing a null AF Reference Index Pointer. 

Figure 6-71 shows the overall layout of the AF Reference Index Structure. The number of entries in the AF 
Reference Index Structure is based on the number of AFs in the CCIX Device. Each AF Reference Index Entry 10 

indicates the Port and Physical Function of the AF on that Device. Each AF Reference Index Entry must be 
unique, i.e. the Port and Physical Function of the AF on that Device is not repeated within the AF Reference 
Index Structure. The AF Reference Index Number, starting with AF Reference Index 0, is based on the position of 
the AF Reference Index Entry within the AF Reference Index Structure. Thus, AF Reference Index Entries 0 to n in 
the AF Reference Index Structure result in AF Reference Index Number 0 to n. The AF Reference Index Number is 15 

subsequently used in both the AFtoRA Binding Capability structure, described in Section 6.2.2.10.1.3, as well as 
the AF Binding Control Entries, described in Section 6.2.2.10.2.1, as a reference pointer to the AF described in 
the AF Reference Index Structure. 

+00

AF Reference Index 1 Entry+04

31 0

+n*04

AF Reference Index 0 Entry

31 0

AF Reference Index n Entry

31 0
...

Figure 6-71: AF Reference Index Structure 20 

Figure 6-72 illustrates the layout of an AF Reference Index Entry. 

031

AFFunction#

24 23

AFPortID

20 19

RsvdZ

Figure 6-72: AF Reference Index Entry 
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Table 6-58 describes the register fields of the AF Reference Index Entry. 

Table 6-58: AF Reference Index Entry Register fields 

Bit Location Register Description Attributes 

19:0 Reserved and Preserved RsvdZ 

23:20 AFPortID 
Indicates the CCIX PortID of the AF. 
0h – Fh:  Encodings for AFPortID values from 0 to 15. 

RO 

31:24 AFFunctionNumber 
Indicates the PCIe Function number of the AF. 
00h – FFh:  Encodings for AFFunctionNumber values from 0 to 255. 
To accommodate PCIe ARI, AFFunctionNumber supports 256 Functions. 

RO 

 AF to RA Binding Capability Structure 

The AF to RA Binding Capability Structure provides binding information between the AFs and RAs on a CCIX 
Device. An RA having binding to an AF means that RA is capable of servicing CCIX traffic on behalf of that AF. The 5 

AF to RA Binding Capability Structure comprehends that an RA is capable of concurrently servicing CCIX traffic on 
behalf of multiple AFs. The AF to RA Binding Structure also comprehends that an AF may have a binding to 
multiple RAs. 

Figure 6-73 shows the overall layout of the AF to RA Binding Capability Structure, indexed by the Acceleration 
Function Reference Index. The AF to RA Binding Capability Structure contains at least one AF to RA Binding 10 

Capability Entry, and the number of entries is based on the number of AFs in the CCIX Device. The AF Reference 
Indices in the AF to RA Binding Capability Structure are linearly enumerated with AF Reference Indices starting 
with an index value of 0. Thus, AF to RA Binding Capability Entries 0 to n describe the binding capabilities of AF 
Reference Indices 0 to n. 

The AF Reference Index, used to index into the AF to RA Binding Capability Structure, uniquely identifies the 15 

CCIX AF on the CCIX Device. An AF Reference Index is either derived using the PCIe based framework described 
in Section 6.2.2.10.1.2, or an AF Reference Index is derived using alternative frameworks outside the scope of 
this specification. However, alternative frameworks must be consistent with respect to the AF associated with 
the AF Reference Index and the associated binding of that AF to the RA described in the AF to RA Binding 
Capability Structure. 20 

AF Reference Index 0: +00

AFtoRA Binding Capability Entry 1AF Reference Index 1: +04

31 0

AF Reference Index n: +n*04

AFtoRA Binding Capability Entry 0

31 0

AFtoRA Binding Capability Entry n

31 0
...
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Figure 6-73: AF to RA Binding Capability Structure 

Figure 6-74 illustrates the layout of the AF to RA Binding Capability Entry. 

0124 35679 810111214 131516171820 1921222325 2426272830 2931

AF’s Binding Cap with RA at RA Ref Index 0

...AF’s Binding Cap with RA at RA Ref Index 1

AF’s Binding Cap with RA at RA Ref Index 30

AF’s Binding Cap with RA at RA Ref Index 31

Figure 6-74: AF to RA Binding Capability Entry 

Table 6-59 describes the register fields of the AF to RA Binding Capability Entry. 5 

Table 6-59: AF to RA Binding Capability Entry Register fields 

Bit Location Register Description Attributes 

31:0 AFtoRABindingCapVctr 
AFtoRABindingCapVctr indicates the RAs that have a binding to the 
AF with the AF Reference Index associated with this entry. 
AFtoRABindingCapVctr[0] to AFtoRABindingCapVctr[31] provide the 
binding capabilities of the RAs located at RA Reference Index Entry 
0 to 31 described in Section 6.2.2.10.1.1. 
0b: 
• Indicates that the RA associated with this bit-position does not

have binding to this AF, i.e. the RA cannot service CCIX traffic
on behalf of this AF.

1b: 
• Indicates that the RA associated with this bit-position has

binding to this AF, i.e. the RA can service CCIX traffic on behalf
of this AF.

At least one bit position of the AFtoRABindingCapVctr must be set, 
i.e. at least one RA must have a binding to the AF with the AF
Reference Index associated with this entry.
It is permitted for multiple bit positions of the
AFtoRABindingCapVctr to be set, i.e. multiple RAs may have binding
to the AF with the AF Reference Index associated with this entry.
It is also permitted for multiple AF to RA Binding Capability entries
to have the same AFtoRABindingCapVctr bit-position set, i.e. a RA
can service CCIX traffic on behalf of multiple AFs.

RO 
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AF to RA Properties Control Structure 

Figure 6-75 shows the overall layout of the AF Properties Control Structure. Following the AF Properties Control 
Structure header are the AF to RA Binding Control Entries, described further in Section 6.2.2.10.2.1. 

AF Reference Index 0: +04

AFtoRA Binding Control Entry 1AF Reference Index 1: +08

31 0

AF Reference Index n: +04 + n*04

AFtoRA Binding Control Entry 0

31 0

AFtoRA Binding Control Entry n

31 0
...

CCIX Component ID = AF PropertiesRsvdZNext Control Offset+00

31 20 19 16 15 0

Figure 6-75: AF Properties Control Structure 5 

 AF to RA Binding Control Entries 

AF to RA Binding Control Entries provide the optional ability to control binding between the AFs and RAs on a 
CCIX Device. This means that an AF to RA Binding Control Entry optionally controls whether a RA can service 
CCIX traffic on behalf of an AF. AF to RA Binding Control Entries allow optional control of a single RA’s binding to 
multiple AFs. An AF to RA Binding Entry also allows optional control of an AF’s binding to multiple RAs. 10 

Figure 6-75 shows the overall layout of the AF to RA Binding Control Entries, indexed by the AF Reference Index. 
There must be at least one AF to RA Binding Control Entry, located at Byte Offset 04h of the AF Properties 
Control Structure. The number of AF to RA Binding Control Entries is based on the number of AFs in the CCIX 
Device. The AF to RA Binding Control Entries 0 to n control the binding of AFs associated with AF Reference 
Index 0 to n. 15 

Figure 6-76 illustrates the layout of an AF to RA Binding Control Entry. 

0124 35679 810111214 131516171820 1921222325 2426272830 2931

AF’s Binding Cntl of RA at RA Ref Index 0

...AF’s Binding Cntl of RA at RA Ref Index 1

AF’s Binding Cntl of RA at RA Ref Index 30

AF’s Binding Cntl of RA at RA Ref Index 31

Figure 6-76: AF to RA Binding Control Entry 
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Table 6-60 describes the register fields of an AF to RA Binding Control Entry. 

Table 6-60:  AF to RA Binding Control Entry Register fields 

Bit Location Register Description Attributes 

31:0 AFtoRABindingCntlVctr 
AFtoRABindingCntlVctr optionally controls whether a RA has a 
binding to the AF with the AF Reference Index associated with this 
entry. 

AFtoRABindingCntlVctr[0] to AFtoRABindingCntlVctr[31] control the 
binding of the RAs associated with RA Reference Index 0 to 31 
described in Section 6.2.2.10.1.1. 

The initial value out of reset of AFtoRABindingCntlVctr must be the 
same as the value of AFtoRABindingCapVctr, described in Section 
6.2.2.10.1.3. This means that the initial value of the control vector 
reflects the AF to RA binding capabilities of the AF with the AF 
Reference Index associated with this entry. 

If a 0b value is written to a bit position in the 
AFtoRABindingCntlVctr, different from the 1b value of that same bit 
position in the AFtoRABindingCapVctr, and a subsequent read of 
the AFtoRABindingCntlVctr indicates that the value has not changed 
and remains 1b, then the CCIX Device does not support disabling of 
the binding of the RA associated with that bit-position. 

0b: 
• Indicates that the binding of the RA associated with this bit-

position is disabled to this AF, i.e. the RA cannot service CCIX
traffic on behalf of this AF.

• Acceleration Frameworks may choose to quiesce an AF with
respect to its interactions with an RA prior to a 1b-to-0b
transition of the bit-position of the AFtoRABindingCntlVctr
associated with that RA. Acceleration Frameworks based on
PCIe may choose to quiesce an AF using PCIe FLR. Other
methods to queiesce an AF is outside the scope of this
specification.

1b: 
• Indicates that the binding of the RA associated with this bit-

position is enabled to this AF, i.e. the RA can service CCIX traffic
on behalf of this AF.

RW 
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Bit Location Register Description Attributes 

A bit position of the AFtoRABindingCntlVctr must not be written 
with value 1b if the same bit position in the AFtoRABindingCapVctr 
is a value 0b. 
Setting AFtoRABindingCntlVctr to 0000h disables the servicing of all 
CCIX traffic on behalf of the AF with the AFID associated with this 
entry, if a subsequent read of the AFtoRABindingCntlVctr indicates 
a value of 0000h. Acceleration Frameworks may choose to reset an 
AF with respect to its interactions with an RA following a successful 
1b-to-0b transition of the bit-position in the AFtoRABindingCntlVctr 
associated with that RA. 

6.3 Transport DVSEC 
Figure 6-77 shows the Transport DVSEC supported by CCIX devices. 

The ESMMandatoryDataRateCapabilities, ESMOptionalDataRateCapabilities, ESMControl, ESMStatus, and 
ESMLaneEqualizationControl registers must only be implemented if the 
CCIXTransportCapabilities.ESMModeSupported bit is Set (see Section 4.3.2). The rest of the registers in the 5 

Transport DVSEC are at the same address offsets regardless of whether the ESM registers are implemented or 
not. for 
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ESMLane(11:8)EqualizationControl Register for 
20 GT/s

ESMLane(7:4)EqualizationControl Register for 
20 GT/s 

PCI Express Extended Capability Header

Designated Vendor Specific Header 1

Designated Vendor Specific Header 2CCIXTransportCapabilities Register

ESMControl Register

ESMMandatoryDataRateCapability Register

ESMLane(3:0)EqualizationControl Register for 
20 GT/s

O

TransactionLayerCapabilities Register

TransactionLayerControl Register

ESMOptionalDataRateCapability Register

ESMLane(15:12)EqualizationControl Register for 
20 GT/s

ESMLane(11:8)EqualizationControl Register for 
25 GT/s

ESMLane(7:4)EqualizationControl Register for 
25 GT/s

ESMLane(3:0)EqualizationControl Register for 
25 GT/s

ESMLane(15:12)EqualizationControl Register for 
25 GT/s

ESMStatus Register

Figure 6-77: CCIX Transport DVSEC 
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 CCIXTransportCapabilities Register 

The CCIXTransportCapabilities register identifies ESM specific capabilities. Figure 6-78 details allocation of fields 
in this register and Table 6-61 provides the respective field definitions. 

RsvdP

015

ESMModeSupported

12

ESMPHYReachLengthCapability

3467

ESMCalibrationTime

R

81011

ESMQuickEqualizationTimeout

ESMReCalibrationNeededOnESMDa
taRateUpdate

Figure 6-78: CCIXTransportCapabilities Register 5 

Table 6-61: CCIXTransportCapabilities Register 

Bit Location Register Description Attributes 

0 ESMModeSupported.  
Set if Physical Layer supports ESM Mode, otherwise Clear. 

HwInit 

2:1 ESMPHYReachLengthCapability.  
Indicates the Reach Length Capability at ESM Data Rate1 only. 
Defined encodings are: 
00b = PHY is Short Reach Capable  
01b = PHY is Long Reach Capable  
10b = PHY is Short Reach and Long Reach Capable 
11b = Reserved  
If ESMModeSupported is Clear, this field is RsvdP. 
At 20.0 GT/s and 25.0 GT/s data rates, Long Reach Capable PHY must also 
be capable of driving short channels. 
11b encoding is reserved for future use.  

HwInit 
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Bit Location Register Description Attributes 

3 ESMReCalibrationNeededOnESMDataRateUpdate.  
Set if the Physical Layer requires re-calibration if 
ESMControl.ESMDataRate0 or ESMDataRate1 fields are modified (to 
change Data Rate(s)), after initial or subsequent calibration and entry into 
LTSSM state L0 at the Data Rate(s) programmed in ESMDataRate1.  
Clear if the Physical Layer does not require re-calibration, after the initial 
calibration and if ESMControl.ESMDataRate0 or ESMDataRate1 fields are 
subsequently modified (to change Data Rate(s)). 
PHYs that do not need to be re-calibrated are permitted to hardwire this bit 
to 0b.  
If ESMModeSupported is Clear, this field is RsvdP. 

HwInit 

6:4 ESMCalibrationTime.  
Indicates the maximum time taken by the Physical Layer to complete the 
Calibration step.  
Defined encodings are: 
000b = 10 us 
001b = 50 us 
010b = 100 us 
011b = 500 us 
100b = 1 ms 
101b = 5 ms 
110b = 10 ms 
111b = 50 ms 
If ESMModeSupported is Clear, this field is RsvdP. 

HwInit 

7 Reserved and Preserved RsvdP 
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Bit Location Register Description Attributes 

10:8 ESMQuickEqualizationTimeout.  
Minimum Equalization Phase 2 and Phase 3 to Recovery Speed Timeout 
supported for Data Rates greater than 16.0 GTs/, when 
ESMControl.QuickEqualizationTimeoutSelect is programmed to a value 
greater than 000b. 
Defined encodings are: 
000b = Quick Equalization is not supported by the device 
001b = 8 ms / 16 ms 
010b = 24 ms / 32 ms 
011b = 50 ms / 58 ms 
100b = 100 ms / 108 ms 
101b = 200 ms / 208 ms 
All other encodings are Reserved. 
If supported, devices must advertise ESM Quick Equalization Timeout that 
is less than or equal to 
ESMControl.ESMExtendedEqualizationPhase2Timeout on the USP or 
ESMControl.ESMExtendedEqualizationPhase3Timeout on the DSP. 
If ESMModeSupported is Clear, this field is RsvdP. 

HwInit 

15:11 Reserved and Preserved RsvdP 

 ESMMandatoryDataRateCapability Register 

The ESMMandatoryDataRateCapability register advertises the ESM data rates supported. 

Figure 6-79 details allocation of fields in this register and Table 6-62: provides the respective field definitions. 
This register is only implemented if ESMModeSupported is Set. 

1 1RRR 1RRR 1RR1 RRRR RRRR RRRRRRRRRR 1

ESM2_5GTSupport

ESM8GTSupport

ESM16GTSupport

ESM20GTSupport

ESM25GTSupport

Byte
Offset

00H

031 16

ESM5GTSupport

5 

Figure 6-79: ESMMandatoryDataRateCapability Register 
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Table 6-62: ESMMandatoryDataRateCapability Register 

Bit Location Register Description Attributes 

0 ESM2_5GTSupport. Must be Set. HwInit 

1 ESM5GTSupport. Must be Set. HwInit 

2 ESM8GTSupport. Must be Set. HwInit 

4:3 Reserved RsvdP 

5 ESM16GTSupport. Must be Set. HwInit 

8:6 Reserved RsvdP 

9 ESM20GTSupport. Must be Set. HwInit 

13:10 Reserved RsvdP 

14 ESM25GTSupport. Must be Set. HwInit 

31:15 Reserved RsvdP 

 ESMOptionalDataRateCapability Register 

The ESMOptionalDataRateCapability register enables a device to advertise optional ESM data rates supported. 
Currently, there are no optional data rates defined; future releases of the specification may define optional data 
rates.  5 

Table 6-63 provides the respective field definitions. This register is only implemented if ESMModeSupported is 
Set. 

Table 6-63: ESMOptionalDataRateCapability Register 

Bit Location Register Description Attributes 

31:0 Reserved RsvdP 

 ESMStatus Register 

The ESMStatus register provides information about ESM specific parameters. Figure 6-80 details allocation of 10 

fields in this register and Table 6-64 provides the respective field definitions. This register is only implemented if 
ESMModeSupported is Set. 

RsvdP ESMCurrentDataRate

0731 6

ESMCalibrationCo
mplete

8

Figure 6-80: ESMStatus Register 
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Table 6-64: ESMStatus Register 

Bit Location Register Description Attributes 

6:0 ESMCurrentDataRate.  
Hardware indicates the negotiated ESM data rate. 
Defined encodings are: 
000 0000b = ESM Inactive 
000 0001b = 2.5 GT/s 
000 0010b = 5.0 GT/s  
000 0011b = 8.0 GT/s 
000 0110b = 16.0 GT/s  
000 1010b = 20.0 GT/s 
000 1111b = 25.0 GT/s 
All other encodings are Reserved. 
Default value of this field is 00 0000b. 

RO 

7 ESMCalibrationComplete.  
Set after ESM physical layer calibration is complete. Physical layer 
calibration is initiated by Setting ESMControl.ESMPerformCalibration. 
Default value of this bit is 0b. 

RO 

31:8 Reserved and Preserved RsvdP 

 ESMControl Register 

The ESMControl register controls ESM specific parameters. 

Figure 6-81 details allocation of fields in this register and Table 6-65 provides the respective field definitions. 
This register is only implemented if ESMModeSupported is Set. 5 

ESMDataRate0ESMDataRate1

07815

ESMPerformCalibration

ESMEnable

RRsvdP

232431 16 61422 181920

LinkReachTarget

ESMExtendedEqualizationPhase2Timeout

ESMExtendedEqualizationPhase3Timeout

R

2526

QuickEqualizationTimeoutSelect

272829

ESMCompliance

Figure 6-81: ESMControl Register 

for 

Eva
luati

on



Hardware Specification for Evaluation Transport DVSEC 

Protocol Layer and Transport Layer DVSEC       © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 287 of 346 
July 8, 2019 

Table 6-65: ESMControl Register 

Bit 
Location 

Register Description Attributes 

6:0 ESMDataRate0.  
Sets the ESM Data Rate for ESM data rates associated with the 8.0 GT/s Data Rate 
Identifer. Programmed by SSW before entering ESM. The programmed data rate must be 
a supported data rate in either the ESMMandatoryDataRateCapability or 
ESMOptionalDataRateCapability registers, otherwise the result is undefined. 
Defined encodings are: 
000 0000b = No Speed 
000 0011b = 8.0 GT/s 
000 0110b = 16.0 GT/s 
All other encodings are Reserved. 
When ESMCompliance is Set, this field is RWS, else it is RW. 
Default value of this field is 000 0000b. 

RWS/RW 

7 ESMPerformCalibration.  
A write of 1b initiates the start of physical layer calibration before transition to ESM. 
Physical layer calibration is performed after the Link has transitioned to a non-D0 state 
through Programmed Power Management (Link enters the LTSSM L1 state when idle). 
Hardware sets ESMStatus.ESMCalibrationComplete to indicate that physical layer 
calibration is complete. 
When ESMCompliance is Set, this field is RWS, else it is RW.This bit always returns 0b 
when read. 

RWS/RW 

14:8 ESMDataRate1.  
Sets the ESM Data Rate for ESM data rates associated with the 16.0 GT/s Data Rate 
Identifer. . Programmed by SSW before entering ESM. The programmed data rate must be 
a supported data rate in either the ESMMandatoryDataRateCapability or 
ESMOptionalDataRateCapability registers, otherwise the result is undefined. 
Defined encodings are: 
000 0000b = No Speed 
000 0110b = 16.0 GT/s 
000 1010b = 20.0 GT/s 
000 1111b = 25.0 GT/s 
All other encodings are Reserved. 
When ESMCompliance is Set, this field is RWS, else it is RW. 
Default value of this field is 000 0000b. 

RWS/RW 
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Bit 
Location 

Register Description Attributes 

15 ESMEnable.  
When the bit is 0b, a write of 1b initiates the transition to ESM, when the Link is operating 
at 2.5 GT/s or 5.0 GT/s, and the Link is operating in PCIe Mode. When the bit is 0b, writing 
this bit to 1b when the Data Rate is not 2.5 GT/s and not 5 GT/s, or not operating in PCIe, 
produces undefined results.  
When ESMCompliance is Set, this field is RWS, else it is RW. 
Default value is of this bit is 0b. 

RWS/RW 

18:16 ESMExtendedEqualizationPhase2Timeout.  
LTSSM Equalization Phase2 Timeout For Upstream Port / Downstream Port when the 
current data rate is higher than 16.0 GT/s.  
Defined encodings are: 
000b = 24 ms / 32 ms  
001b = 50 ms / 58 ms  
010b = 100 ms / 108 ms  
011b = 200 ms / 208 ms 
100b = 400 ms / 408 ms 
101b = 600 ms / 608 ms 
All other encodings are Reserved. 
1. For an USP, if CCIXTransportCapabilities.ESMPHYReachLengthCapability is a defined
value other than 00b, hardware must initialize this field to indicate its Equalization Phase2
Timeout requirement for a Long Reach Link during ESM Data Rate1 link initialization.
2. For an USP, if CCIXTransportCapabilities.ESMPHYReachLengthCapability is 00b (PHY is
only Short Reach Capable) hardware must initialize this field to 000b.
3. For a DSP, SSW must program this field, taking into account the value of the
LinkReachTarget bit and the requested value of the
ESMExtendedEqualizationPhase2Timeout field from the USP.

RW/RO 

19 ESMCompliance. 
This bit must be Set when performing certain compliance testing. Requirements related to 
the ESMCompliance bit will be called out by individual compliance procedures. 
Default value is of this bit is 0b. 

RWS 
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Bit 
Location 

Register Description Attributes 

22:20 ESMExtendedEqualizationPhase3Timeout. 
LTSSM Equalization Phase3 Timeout For Downstream Port / Upstream Port when the 
current data rate is higher than 16.0 GT/s.  
Defined encodings are: 
000b = 24 ms / 32 ms  
001b = 50 ms / 58 ms  
010b = 100 ms / 108 ms  
011b = 200 ms / 208 ms 
100b = 400 ms / 408 ms 
101b = 600 ms / 608 ms 
All other encodings are Reserved. 
1. For a DSP, if CCIXTransportCapabilities.ESMPHYReachLengthCapability is a defined
value other than 00b, hardware must initialize this field to indicate its Equalization Phase3
Timeout requirement, for a Long Reach Link during ESM Data Rate1 link initialization.
2. For a DSP, if CCIXTransportCapabilities.ESMPHYReachLengthCapability is 00b (PHY is
only Short Reach Capable), hardware must initialize this field to 000b
3. For an USP, SSW must program this field taking into account the value of the
LinkReachTarget bit and the requested value of ESM Extended Equalization Phase3
Timeout value from the DSP.

RW/RO 

23 Reserved and Preserved RsvdP 

24 LinkReachTarget.  
This bit indicates the Reach Length Target of current link. 
Defined encodings are:  
0b = Reach Length Target of current link is Short Reach (SR)  
1b = Reach Length Target of current link is Long Reach (LR)   
When ESMCompliance is Set, this field is RWS, else it is RW. 
The default value of this bit is 0b.  
SSW should configure this bit to indicate the target reach length of the Link before 
initiating the ESM physical layer calibration, based on the platform channel capability 
(Compliance to SR or LR) and ESMPHYReachLengthCapability of the DSP and USP. 

RWS/RW 

25 Reserved and Preserved RsvdP 
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Bit 
Location 

Register Description Attributes 

28:26 QuickEqualizationTimeoutSelect. 
Defined encodings are: 
000b = Quick Equalization is Disabled 
001b = 8 ms / 16 ms 
010b = 24 ms / 32 ms 
011b = 50 ms / 58 ms 
100b = 100 ms / 108 ms 
101b = 200 ms / 208 ms 
All other encodings are Reserved. 
The default value of this field is equal to a value in 
CCIXLinkTransportCapabilities.ESMQuickEqualizationTimeout. 
For Data Rates higher than 16.0 GT/s, if 
CCIXTransportCapabilities.ESMQuickEqualizationTimeout is greater than 000b, setting 
QuickEqualizationTimeoutSelect to value greater than 000b causes the corresponding 
QuickEqualizationTimeout value to be used during the Recovery Equalization 
Phase2/Phase3 to Recovery Speed transition in place of the Timeouts specified in the 
ESMControl.ESMExtendedEqualizationPhase2Timeout and 
ESMControl.ESMExtendedEqualizationPhase3Timeout fields.  
Setting QuickEqualizationTimeoutSelect to 000b disables the Quick Equalization 
mechanism.  
If the QuickEqualizationTimeoutSelect field is to be programmed to a non-zero value, it 
must be programmed to an encoding corresponding to a Timeout equal to or greater than 
that advertised in CCIXTransportCapabilities.ESMQuickEqualizationTimeout, otherwise 
the resulting behaviour is undefined. 
Setting ESMControl.QuickEqualizationTimeoutSelect to a value other than 000b has no 
effect on behaviour if CCIXTransportCapabilities.ESMQuickEqualizationTimeout is 000b. 
See Implementation Note “ESM Control Register Quick Equalization Timeout Select field” 
for usage guidelines. 

RW 

31:29 Reserved and Preserved RsvdP 

 Rules for Programming ESM Fields 

Rules for programming the ESMControl.ESMDataRate0 and ESMDataRate1 fields. 

Before Setting ESMControl.ESMEnable, ESMDataRate0 must be programmed to either 8.0 GT/s or 16.0 GT/s, 
if electrical Retimer(s) are not present on the link. In the presence of Retimer(s), ESMDataRate0 must be 
programmed to 8.0 GT/s only. 5 

Before Setting ESMControl.ESMEnable, ESMDataRate1 must be programmed to 16.0 GT/s, 20.0 GT/s, or 
25.0 GT/s, if electrical Retimer(s) are not present on the link. In the presence of Retimer(s), ESM Data Rate1 
must be programmed to 16.0 GT/s only. 
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When the 20.0 GT/s ESM data rate operation is desired, ESMDataRate1 must be programmed to 20.0 GT/s, 
ESMDataRate0 may be programmed to either 8.0 GT/s or 16.0 GT/s. In this case, link equalization shall be 
first performed at ESM Data Rate0, followed by link equalization at ESM Data Rate1. 

When the 25.0 GT/s ESM data rate operation is desired, ESMDataRate1 must be programmed to 25.0 GT/s, 
ESMDataRate0 may be programmed to either 8.0 GT/s or 16.0 GT/s. In this case, link equalization shall be 5 

first performed at ESM Data Rate0, followed by link equalization at ESM Data Rate1. 

After the initial transitions to the data rates programmed in the ESMDataRate0 and ESMDataRate1 fields, 
link speed transitions are performed to either ESM Data Rate0 or ESM Data Rate1 without performing link 
equalization, as long as LinkUp=1 and neither side requests that link equalization be redone. These link 
speed transitions are permitted to be entered using the Downstream Port “Target Link Speed” mechanism 10 

defined in the PCI Express Base Specification, Link Control 2 register, where ESM Data Rate0 corresponds to 
8.0 GT/s operation, and ESM Data Rate1 corresponds to 16.0 GT/s operation. Link speed transitions are 
permitted to be initiated by implementation specific mechanisms.  

A link speed transition to 2.5 GT/s or 5.0 GT/s from the data rates programmed in ESMDataRate0 or 
ESMDataRate1 is permitted to be initiated by using the Downstream Port “Target Link Speed” mechanism 15 

defined in the PCI Express Base Specification, Link Control 2 register or an implementation specific 
mechanism. 

When operating in ESM mode, if link operation is desired at a data rate that differs from those currently 
programmed in the ESMControl.ESMDataRate0 or ESMDataRate1 fields, then the Link speed must first be 
transitioned to 2.5 GT/s using the Downstream Port “Target Link Speed” mechanism defined in the PCI 20 

Express Base Specification, Link Control 2 register or an implementation specific mechanism. SSW Clears 
ESMControl.ESMEnable on both the DSP and USP. SSW must read the 
CCIXCapabilities.ESMReCalibrationNeededonESMDataRateUpdate bit on both the DSP and USP. If the 
CCIXCapabilities.ESMReCalibrationNeededonESMDataRateUpdate bit is Clear on both the DSP and USP, 
Section 4.4.2.3 , Step 2c), 2d), 2e) and 2m) are performed, followed by, Step 3. If the 25 

CCIXCapabilities.ESMReCalibrationNeededonESMDataRateUpdate bit is Set on the DSP or the USP, Section 
4.4.2.3 Step 2c), 2d), 2e), 2f), 2g), 2h), 2i), 2j), 2k), 2l), and 2m) are performed, followed by, Step 3.    

Since Rule 7 is a re-entry into ESM mode with different values programmed into 
ESMControl.ESMDataRate0/1 entry into LTSSM Equalization states (with 
ESMControl.ESMExtendedEqualizationPhase2/3Timeout) is required. Time taken to perform a data rate 30 

change by link partner devices with the CCIXCapabilities.ESMReCalibrationNeededonESMDataRateUpdate 
bit Set, or those advertising greater than 24 ms / 32 ms settings in the 
ESMControl.ESMExtendedEqualizationPhase2/3Timeout fields, may not meet the timeout requirements in 
Equalization Phases of the PCI Express Base Specification. It is strongly recommended that SSW ensures that 
the link is in a quiescent state (e.g., stop application traffic), before performing data rate changes that 35 

require equalization.  
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 IMPLEMENTATION NOTE 
ESMControl.QuickEqualizationTimeoutSelect field 

Link partner devices that advertise greater than 24 ms / 32 ms settings in the 
ESMControl.ESMExtendedEqualizationPhase2/3Timeout fields may take longer than PCI Express Base 
Specification compliant devices to complete link training to ESM Data Rate1 after a hot reset or redo 5 

equalization event. For these events such devices may not meet requirements specified in PCI Express Base 
Specification Section 6.6.1 that could result in failure to enumerate the device or other issues on platforms 
running legacy operating systems (OS).  

The ESMControl.QuickEqualizationTimeoutSelect field has been defined to avoid the above issue. SSW may 
optionally Set QuickEqualizationTimeoutSelect to a value greater than 000b during LinkUp as specified in Section 10 

4.4.2.3 Step 2 to effectively reduce the Timeouts used in LTSSM Equalization Phase2/3 states as compared to the 
default, effectively achieving faster equalization. When the ESMControl.QuickEqualizationTimeoutSelect field is 
set to a value greater than 000b all of the following apply:  

• The ESMControl.ESMExtendedEqualizationPhase2/3Timeout field programming must be ignored and
ESM Equalization Phase2/3 Timeouts in the device will use values corresponding to the encoding15 

programmed in the ESMControl.QuickEqualizationTimeoutSelect field.

• Setting the ESMControl.QuickEqualizationTimeoutSelect field to a value greater than 000b, is permitted
to be used to restore previously stored implementation specific PHY electrical design parameters,
including (but not limited to) transmitter FFE and receiver equalization, that will lead to faster
bit/symbol lock and achieve BER better than 10E-4, at the data rate programmed in the20 

ESMControl.ESMDataRate1 field, considering that Equalization timeout is limited to encoded values
programmed in ESMControl.QuickEqualizationTimeoutSelect. Designs may use implementation specific
mechanisms to save and restore PHY Electrical parameters. The number and type of bits saved and
restored are implementation specific. SSW must Clear the ESMControl.QuickEqualizationTimeoutSelect
field after Link-Up at ESM Data Rate1 has been achieved.25 

 ESMLaneEqualizationControl Registers 

Separate ESMLaneEqualizationControl registers are specified for 20.0 GT/s and 25.0 GT/s data rates. The 20.0 
GT/s registers precede the 25.0 GT/s registers in the Transport DVSEC register space. 
ESMLaneEqualizationControl registers are specified for all implemented lanes, starting with Lane 0, and must be 
implemented in whole DW increments, with entries for unimplemented lanes being RsvdP. Each 30 

ESMLaneEqualizationControl register holds information for up to 4 Lanes (see Figure 6-82). These registers are 
only implemented if ESMModeSupported bit is 1b. 

ESMLaneEqualizationControl 
Register Entry - Lane (x)

03478111215

ESMLaneEqualizationControl 
Register Entry - Lane (x+1)

ESMLaneEqualizationControl 
Register Entry - Lane (x+2)

1619202324272831

ESMLaneEqualizationControl 
Register Entry - Lane (x+3)

Figure 6-82: ESMLaneEqualizationControl Registers 
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Each entry contains the value for the Lane, with the corresponding Lane number which is invariant to Link width 
and Lane reversal negotiation that occurs during Link training.  

Figure 6-83 details allocation of fields in this register and Table 6-66 provides the respective field definitions. 

UpstreamPortTrans
mitterPreset

Lane (x)

DownstreamPortTr
ansmitterPreset

Lane (x)

0347

Figure 6-83: ESMLaneEqualizationControl Register Entry 5 

Table 6-66: ESMLaneEqualizationControl Register Entry 

Bit 
Locat
ion 

Register Description Attributes 

3:0 DownstreamPortESMTransmitterPreset  
Transmitter Preset used for ESM equalization by this Port when the Port is operating as a 
Downstream Port. This field is ignored when the Port is operating as an Upstream Port. See 
the PCI Express Base Specification, Section 4.2.3.2 for encodings. 
For an Upstream Port if Crosslink Supported is 0b, this field is RsvdP. Otherwise, this field is 
HwInit. 
The default value of this field is 1111b. 

HwInit/ 
RsvdP 

(see 
description) 
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Bit 
Locat
ion 

Register Description Attributes 

7:4 UpstreamPortESMTransmitterPreset  
Field contains the Transmit Preset value sent or received during ESM Link Equalization. Field 
usage varies as follows: 

Operating Port 
Direction 

Crosslink 
Supported 

Usage 

A Downstream 
Port 

Any Field contains the value sent on the associated Lane 
during Link Equalization. 
Field is HwInit. 

B Upstream Port 0b Field is intended for debug and diagnostics. It contains the 
value captured from the associated Link during Link 
Equalization. 
Field is RO. 
When crosslinks are supported, case C (below) applies and 
this captured information is not visible to software. 
Vendors are encouraged to provide an alternate 
mechanism to obtain this information. 

C Upstream Port 1b Field is not used or affected by the current Link 
Equalization. 
Field value will be used if a future crosslink negotiation 
switches the Operating Port Direction so that case A 
(above) applies. 
Field is HwInit. 

See PCI Express Base Specification, Section 4.2.3.2 for encodings. 
The default value of this field is 1111b. 

HwInit/RO 
(see 

description) 

 TransportLayerCapabilities Register 

The TransactionLayerCapabilities register identifies CCIX transaction specific capabilities. Figure 6-84 details 
allocation of fields in this register and Table 6-67 provides the respective field definitions. 

 5 

Figure 6-84: TransactionLayerCapabilities Register 

CCIXVCResourceCapabilityIndex 

OptimizedTLPFormatSupport 
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Table 6-67: TransactionLayerCapabilities Register 

Bit Location Register Description Attributes 

0 OptimizedTLPFormatSupport.  
When Set - Generation, Reception, and Routing are supported. 
When Clear - Generation, Reception, and Routing are not supported. 

HwInit 

7:1 Reserved and Preserved RsvdP 

10:8 CCIXVCResourceCapabilityIndex.  
With reference to the PCIe “Virtual Channel Capability” this is the index 
used to identify the VC Resource Capability Register corresponding to 
the VC to be used for CCIX traffic. The valid range is 1 <= index <= n 
(where n is the “Extended VC Count” as defined in the latest PCIe 
specifications). The VC Resource Offset corresponding to “index” is 
“10h + index*0Ch” 

HwInit 

31:11 Reserved and Preserved RsvdP 

 TransportLayerControl Register 

0

OptimizedTLPGeneration
ReceptionRoutingEnable

R

31 1

Figure 6-85: TransactionLayerControl Register 
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Table 6-68: TransactionLayerControl Register 

Bit Location Register Description Attributes 

0 OptimizedTLPGenerationReceptionRoutingEnable.  
See Section 4.2.4 for the behavior controlled by this bit.  
See Section 4.2.1 for system software requirements regarding the 
changing of this bit.  
Functions that do not generate, receive, or forward Optimized TLPs are 
permitted to hardwire this bit to 0b. 
Default value of this bit is 0b. 

RW 

1 OptionalLengthCheckEnable. 
When Set, enables the optional check of the Length field. (See Section 
4.2.2.1.1 and Section 4.2.2.1.2). 
See Section 4.2.1 for system software requirements regarding the 
changing of this bit.  
Functions that do not implement this check are permitted to hardwire 
this bit to 0b.  
Default value of this bit is 0b. 

RW 

31:2 Reserved and Preserved RsvdP 

6.4 DVSEC Discovery and Configuration 
This section provides an overview of the CCIX Protocol Layer DVSEC Discovery and Configuration Sequence. The 
detailed sequence is documented in the CCIX Software Guide.  

CCIX Device Power Up. 5 

PCIe Discovery and Enumeration. 

PCIe topology or PCIe Device Tree is handed to the CCIX Configuration Software. 

CCIX Configuration Software then performs CCIX Device Discovery - revisiting PCIe Device Tree and 
identifying CCIX Components via CCIX ID identifiers within the PCIe Device’s DVSEC Configuration space. 

The Discovery Sequence follows the order in which the CCIX DVSEC Register Structures are arranged as 10 

shown in Figure 6-1. 

a Discovery of Transport Layer DVSEC attributes, including whether Extended Speed Mode (ESM) and 
Optimized TLP Headers are supported by each CCIX Device. 
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b Discovery of Protocol Layer DVSEC attributes: 

i. If a CCIX Component indicates not-Ready status, the discovery is postponed until past the
Readiness Time Reported by the CCIX Device. However, CCIX Configuration Software is
permitted to consider Capabilities & Status declared within the not-Ready state as transient
Capabilities & Status and compare them against the final Capabilities & Status declared5 

when the CCIX Device is ready.

ii. Software must not set CCIX Component Enable until it gets a CCIX Component Ready Status
indication.

Create and Configure G-HSAM and G-HSAM allocation across CCIX Agents. 

a Recommend coalescing G-SAM to hierarchy of HA to allow for Address Range based routing. For 10 

example, one RA accessing multiple HAs via one RSAM entry that spans addresses allocated to the 
multiple HAs. 

b Recommend coalescing G-HSAM to hierarchy of SA to allow for Address Range based routing. For 
example, one HA accessing multiple SAs via one HSAM entry that spans addresses allocated to the 
multiple SAs. 15 

Create and Configure CCIX AgentID Map. 

a Recommend coalescing CCIX AgentID to hierarchy of SA/HA to allow CCIX AgentID range based routing if 
needed. 

Determine CCIX PortID Map. 

Configure HBAT/HA IDM and SBAT/SA IDM attributes. 20 

Configure HSAM and RA IDM attributes. 

If a CCIX Switch is present, setup its   SAM/IDM and other Common, Port and Link data structures such that 
the data structures reflect the topology of CCIX Devices that are around that CCIX switch (see Section 6.5).  

Enable SA. 

Enable HA. 25 

Enable RA. 

6.5 CCIX Switch Referenced Data Structures 
A CCIX Switch is a multiport CCIX Device with CCIX Port-to-Port forwarding capabilities on all CCIX Ports, and 
without necessarily having CCIX Agent Capabilities. As a result, CCIX Switch DVSEC data structures include all the 
Transport Layer, and relevant Protocol Layer DVSEC data structures. The Protocol Layer DVSEC data structures 30 

describing the forwarding properties and configuration of the CCIX Switch are the Common, CCIX Port and CCIX 
Link data structures described in Section 6.2. 
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6.6 Examples to Illustrate Protocol Layer DVSEC Usage 
This section contains examples that illustrate the usage of CCIX Protocol Layer Component data structures to 
achieve CCIX Device-to-Device and CCIX Agent-to-Agent Packet flow. 

CCIX Protocol Layer Component data structures are part of PCIe DVSEC space. CCIX Protocol Layer DVSEC data 
structures, or fields or field encodings within those data structures, described in this section are in italics.  5 

Each example focuses on particular aspects of data structure usage and as such, may not include all the data 
structures necessary, or an exhaustive description of the usage of all fields within a highlighted data structure. 
The description of the usage of a data structure or data structure field in a latter part of the section is inferred, 
and therefore not repeated, if the data structure or data structure field usage is in the same manner as in a 
former part of this section. 10 
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 Simple CCIX Topology and Relevant Data Structures 

Figure 6-86 describes a simple CCIX topology connecting three CCIX Devices, each with a unique CCIX Agent 
type. Figure 6-86 also illustrates how the SAM is mapped to a CCIX Agent’s view, some of the data structures for 
a CCIX Agent’s capabilities and controls, and the setup of those structures to enable a CCIX Agent’s accessibility 
and routing attributes as part of the CCIX system. A PCIe Switch is shown as the transport switch between the 5 

CCIX Devices but it’s transparent with respect to the CCIX Protocol Layer DVSEC structures because the CCIX Link 
Destination TransportIDs (LinkTransportIDMapEntry.DestTransportID) are programmed with the PCIe BDFs of 
the three CCIX Devices. 

DeviceID 0

Port0

DeviceID 2DeviceID 1

Home Agent (HA0)

Slave Agent (SA1) Request Agent (RA2)

Port0
Link0

Port0
Link1

<A:C>
RSAM

P0
ID0

ID Map
P0

HSAM
ID1

Device ID Map

P0

Base-A

HBAT
DDR

Link

DevID0's P0 TransportID
Link TransportID Map

L0

Source TransportID Link

DevID1's P0 TransportID
Link TransportID Map

L0

ID0
ID Map

P0
Base-B

SBAT
NVRAM

ID2 P0

Transport
Switch

DevID2's P0 TransportIDL1

Link0

<B:C> P0

L1
L0

L0 L0

Base-B Mem Exp

Port0
Link0

Link

DevID0's P0 TransportID
Link TransportID Map

L0

Port0
Source TransportID

Port0
Source TransportID

<B:C>
PSAMo

L0

ID0 ALID0 = Local

ID2 ALID2 = LocalID1 ALID1 = Local
10 

Figure 6-86: Example simple CCIX Topology with relevant data structures 

• Request Agent (RA):

o The Request Agent is on a CCIX Device programmed with a ComnCntl1.DevIDCntl value of 2
in its Common Control structure. The CCIX Device is thus enumerated as CCIX DeviceID2.

o The Request Agent is programmed with a RAID value of 2 in its RA Control structure15 

(RACntl.RAID field). The RA is thus enumerated as RAID2. There is no requirement that the
CCIX Device ID and CCIX AgentID match, and a common value of 2 is for illustration purposes
only.
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o Address Routed CCIX Packets from the RA:

− The routing properties of the G-RSAM, for address routed CCIX Packets from Request Agents, are
described in CCIX DeviceID2’s Common Control structure, the RSAM Table.

− The RSAM Table contains the routing properties of SAM windows. The SAM windows are
described by the RSAM Entry Start/End Registers5 

(SAMEntryAddr0.StartAddr/SAMEntryAddr1.EndAddr). The RSAM Entry also contain the CCIX
PortID (SAMEntryAttr.PortID) destination for those SAM Windows.

 The Request Agent accesses the routing properties of the G-RSAM <A:C>, with the
RSAM Entry SAMEntryAddr0.StartAddr field programmed with 4GB aligned Start
Address-A, and the RSAM Entry SAMEntryAddr1.EndAddr field programmed with10 

4GB aligned End Address-C.

 G-SAM <A:C> programmed in the RSAM Entry has been mapped to CCIX Port0,
indicated by the SAMEntryAttr.PortID field being programmed with a value of 0.

− The number of RSAM Table entries is a per-CCIX-Device capability advertised in the RSAM Max
Table Size (RSAMPtr.RSAMMaxTblSize) field of the Primary CCIX Port Extended Common15 

Capabilities & Status structure. The number of RSAM Table entries indicates the number of
unique SAM Windows the RA is capable of accessing.

o ID Map data structures:

− The AgentID Map or IDM structure maps the destination CCIX PortID (IDMEntry.AgentIDnPortID)
and CCIX LinkID (IDMEntry.AgentIDnLinkID) for ID routed packets from the RA:20 

 The IDM entry for AgentID0  is mapped to CCIX Port0, CCIX Link0

o CCIX Packets from RA2 are sent with the value in the Source TransportID field
(PortSrcIDCntl.SrcTransportID) of CCIX Port0’s CCIX Port Control structure, and the value in
the Destination TransportID field (LinkTransportIDMapEntry.DestTransportID) in the CCIX
Link0 Entry of the CCIX Link TransportID Map which is part of the CCIX Link Control25 

structure.

• Home Agent (HA) on CCIX Device 0:

o The Home Agent’s capabilities and controls are contained within the Home Agent data
structure:

− The Home Agent Capabilities & Status structure on CCIX Device 0 has declared a30 

HACapStat.NumHAID field value of 1, indicating the Home Agent only requires one AgentID value
programmed.

− The Home Agent’s AgentID has been programmed with ID0 in the AgentIDforHA0 field of
HAIDTblEntry0, which is part of the Home Agent Control structure.

− The Home Agent Capabilities & Status structure declares the number of memory pools35 

(HACapStat.HAMemPoolCap), size and type of those memory pools of the HA
(MemPoolEntryCapStat0 Register).
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− The HA has also indicated memory expansion capability via the HACapStat.HAMemExpnCap field
and memory expansion has been enabled for this HA via the HACntl.HAMemExpnEnable field of
the Home Agent Control structure.

o Address data structures:

− There are two types of Tables describing the HA’s routing properties to G-SAM Windows, the5 

HSAM or Home Agent System Address Map Table, and the HBAT, or Home Agent Base Address
Table.

− The properties of the G-RSAM windows mapped to this HA are described in the HBAT data
structure:

 The HA Memory Pool Capability (HACapStat.HAMemPoolCap) has declared10 

capabilities of two Memory Pool Entries. As a result, the HA has also implicitly
declared capability of two HBAT Entries, with each HBAT Entry conforming to the
structure declared in the Memory Pool General Memory Type
(MemPoolEntryCapStat0.MemPoolGenMemTypeCap) field of its corresponding
Memory Pool Entry.15 

 The HA has also declared Memory Expansion Capability
(HACapStat.HAMemExpnCap). Since the HA only has two Memory Pool Entries, if
the first Memory Pool Entry does not declare Memory Expansion Capability, it
means the second Memory Pool Entry must declare Memory Expansion Capability in
its Memory Pool General Memory Type20 

(MemPoolEntryCapStat0.MemPoolGenMemTypeCap) field.

 HA0’s Memory Pool Entry 0 has declared local, direct-attached DDR Memory in the
MemPoolEntryCapStat0.MemPoolSpcificMemTypeCap field, and the corresponding
BAT Entry 0 has been mapped to 4GB aligned Base Address-A of the G-RSAM. HA0’s
Memory Pool Entry 0, in the MemPoolEntryCapStat0.MemPoolAddrCap field, has25 

indicated addressing capability to 4GB aligned Base Addresses.

 HA0’s Memory Expansion BAT Entry 1 has been mapped to 4GB aligned Base
Address-B of the G-RSAM. Since this HA0’s Memory Pool Entry has declared Memory
Expansion Capability, the MemPoolEntryCapStat0.MemPoolAddrCap field must
indicate addressing capability to 4GB aligned Base Addresses.30 

− The HSAM Table describes the routing properties of the G-HSAM Windows mapped to Slave
Agents, for address routed CCIX Packets from this Home Agent. This is optional capability; a
Home Agent is not required to have an HSAM structure if the HA has not declared Memory
Expansion Capability (HACapStat.HAMemExpnCap).

 The Home Agent has been provided memory expansion to G-HSAM Window <B:C>35 

mapped to a destination Slave Agent, with the HSAM Entry0
SAMEntryAddr0.StartAddr field programmed with 4GB aligned Start Address-B, and

for 

Eva
luati

on



Hardware Specification for Evaluation Examples to Illustrate Protocol Layer DVSEC Usage 

Protocol Layer and Transport Layer DVSEC       © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 302 of 346 
July 8, 2019 

the HSAM Entry SAMEntryAddr1.EndAddr field programmed with 4GB aligned End 
Address-C.  

− G-HSAM Window <B:C> programmed in HSAM Entry0 has been routed to CCIX Port0 with the
SAMEntryAttr.PortID field set to 0h.

o ID Map data structure:5 

− The AgentID Map or IDM structure maps the destination CCIX PortID and CCIX LinkID for ID
routed packets from the Home Agent.

 The IDM entry for AgentID1 has SA1 destined packets routed to CCIX Port0, CCIX
Link1.

 The IDM entry for AgentID2 has RA2 destined packets routed to CCIX Port0 CCIX10 

Link0.

Slave Agent: 

o The Slave Agent’s capabilities and controls are contained within the Slave Agent data
structure.

o General SA capabilities and control attributes:15 

− The Slave Agent’s AgentID has been programmed with ID1 in the SACntl.SAID field of the Slave
Agent Control structure.

− The Slave Agent Capabilities & Status structure declares the number of memory pools, size and
type of those memory pools, of the SA.

o Address data structures:20 

− The properties of the G-HSAM window mapped to this SA are described in the SBAT data
structure:

 SA1’s NVRAM Memory Pool has been mapped in BAT Entry 0 to 4GB aligned Base
Address-B of the G-HSAM.

− The SBAT entries are programmed in the SA Control structure.25 

o ID Map data structure:

− The AgentID Map or IDM structure maps the destination CCIX PortID and CCIX LinkID for ID
routed packets from the Slave Agent.

 The IDM entry for AgentID0 has HA0 destined packets routed to CCIX Port0 CCIX
Link0.30 

• CCIX Link:

o A CCIX Device can have one or more CCIX Links for a given CCIX Port on that CCIX Device.
The CCIX Link’s capabilities and controls are contained within the CCIX Link data structures.

o General CCIX Link capabilities and control attributes:

for 

Eva
luati

on



Hardware Specification for Evaluation Examples to Illustrate Protocol Layer DVSEC Usage 

Protocol Layer and Transport Layer DVSEC       © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 303 of 346 
July 8, 2019 

− The capabilities and control attributes determine the CCIX LinkID, max credit capability
(LinkSendCap and LinkRcvCap Registers) and max and min credit control (LinkMaxCreditCntl and
LinkMinCreditCntl Registers) of the CCIX Link.

 Request Agent CCIX Link:

o The single Link Control structures have been programmed for CCIX Link ID0 with 5 

the Link Control Attributes for the single CCIX Port-pair transport between RA2 
and HA0. 

- Link0 Attribute Control structure contains the values for the Min and Max
Send Credit as well as the Max CCIX Packet Send Control for the single CCIX
Port-pair transport between RA2 and HA0.10 

- Link0 Map Entry Control structure contains the value of CCIX Device ID0’s
Port0 Destination TransportID (LinkTransportIDMapEntry.DestTransportID),
which in the case of the PCIe transport, contains the value of the PCIe BDF
of CCIX Device 0, Port0.

 Home Agent CCIX Link:15 

o The two CCIX Link Control structures have been programmed with the Link
Control Attributes for CCIX Link ID0 and CCIX Link ID1, for the two CCIX Port-pair
transports, one CCIX Port-pair between HA0 and RA2 and the other CCIX Port-
pair between HA0 and SA1.

 Slave Agent CCIX Link:20 

o The single CCIX Link Control structures have been programmed for CCIX Link ID0
with the Link Control Attributes for the single CCIX Port-pair transport between
SA1 and HA0.

• CCIX Port:

o A CCIX Device can have one or more CCIX Ports on that device. A CCIX Port’s capabilities and25 

controls are contained within the CCIX Port data structure.

o General CCIX Port capabilities and control attributes:

− The capabilities and control fields in CCIX Port structures determine the CCIX PortID
(PortCapStat1.PortID), Optimized Headers (PortCapStat1.PktHdrTypeCap and
PortCntl.PktHdrTypeEnable), number of CCIX Links (PortCapStat1.NumLinksCap and30 

PortCntl.NumLinksEnable), and PSAM entries (PortCapStat1.NumPSAMEntryCap and
PortCntl.NumPSAMEntryEnable), amongst others:

 Request, Home and Slave Agent CCIX Port:

o CCIX PortID0’s Control structure, i.e. the Primary CCIX Port Control structure,
has the Source TransportID (PortSrcIDCntl.SrcTransportID) programmed with the35 

corresponding PCIe physical transport’s BDF.
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o CCIX Port Outbound characteristics:

− PSAM is referenced to determine the G-SAM window to CCIX Link Map for address routed CCIX
Packets.

− Because CCIX Device 1 and CCIX Device2 each have a single CCIX Port with a single CCIX Link, the
two CCIX Devices are not required to have per-CCIX Port PSAM structures. All CCIX Packets from5 

RA2 are issued on CCIX Device2’s CCIX Port0 CCIX Link0. Similarly, all CCIX Packets from SA1 are
issued on CCIX Device1’s CCIX Port0 CCIX Link0.

− Because CCIX Device 0 has a single CCIX Port0 with two CCIX Links, and only HA0 to SA1 CCIX
Packets are address routed, a single Port PSAM Entry is referenced to determine the CCIX Link:

 Port PSAM Entry0: SAM Window <B:C> Mapped to CCIX Link1 with the10 

PSAMEntryAttr.LinkNum field programmed with value 01h, the
PSAMEntryAddr0.StartAddr field programmed with 4GB aligned Start Address-B, and
the PSAMEntryAddr1.EndAddr field programmed with 4GB aligned End Address-C.
The PSAMEntryAttr.PSAMEntryAddrType field is set to 1b to indicate this PSAM
Entry contains HA-to-SA address routing information.15 

o CCIX Port Inbound characteristics:

− Either the RSAM or HSAM structure is referenced to determine the G-SAM window to Local CCIX
Agent or CCIX Port Map for the case of CCIX Devices with Multi-Port Device Capability
(ComnCapStat1.MultiPortDevCap), and CCIX Port-to-Port Forwarding Capability
(PortCapStat1.PortToPortFwdingCap). For the simple topology example in Figure 6-86, all20 

inbound address routed CCIX Packets from a CCIX Port, are routed to local destinations with the
addresses falling within a SAM Window programmed in the BAT Entry of the CCIX Agent on that
CCIX Device, hence the RSAM or HSAM structure is not referenced:

 Device0: SAM Window <A:C> Mapped to HBAT Entries

 Device1: SAM Window <B:C> Mapped to SBAT Entry.25 

o The ID Map structure is referenced to determine the AgentID to CCIX Port Map for ID routed
CCIX Packets from a CCIX Agent:

− Due to the simple topology in Figure 6-86, there is only one destination which is the CCIX Agent
on that CCIX Device and as such, all IDM Tables in Figure 6-86 have an IDM Entry pointing to an
on-chip Local destination, with the IDMEntry.AgentIDnDestType field set to 0b for that IDM30 

Entry:

 Device0: IDM entry for AgentID0 has IDMEntry.AgentIDnDestType set to 0b.

 Device1: IDM entry for AgentID1 has IDMEntry.AgentIDnDestType set to 0b.

 Device2: IDM entry for AgentID2 has IDMEntry.AgentIDnDestType set to 0b.

• CCIX Common Structure:35 

o Although not illustrated in Figure 6-86, a CCIX Device can have one or more CCIX Agents as
well as one or more CCIX Ports. Therefore, properties that span all CCIX HA/SA/RA/Ports
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resident within that CCIX Device are located in the CCIX Protocol Layer Common structure. 
Attributes such as CCIX Device Enable, CCIX Device Error and CCIX Port Aggregation Support 
are described within that structure. 

o The IDM and SAM Tables referenced throughout Sections 6.2.2.2 and 6.2.2.3  are located in
the Primary CCIX Port Common Control Structure. 5 

 Simple CCIX Topology and Associated SAM and BAT Data Structures 
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Entry0
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Figure 6-87: SAM Windows and associated data structures for simple CCIX Topology example 

Figure 6-87 is an illustration of the G-RSAM for the simple CCIX topology example and their association with CCIX 
Device and CCIX Agent data structures. CCIX Configuration Software has enabled the HA to access the Slave 10 

Agent’s Memory Pool mapped in the SBAT for the SA, and CCIX Device0’s HSAM for the HA. The sole Request 
Agent has access to the aggregate of the Slave Agent’s and Home Agent’s Memory Pools that are mapped in 
CCIX Device2’s RSAM, with the aggregate region, i.e. the G-RSAM, also being mapped in the Home Agent’s 
HBAT. 
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 Complex CCIX Topology and Relevant Data Structures 

Figure 6-88 describes a complex CCIX topology, including CCIX Devices with multiple CCIX Agents. 
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Figure 6-88: Example complex CCIX Topology with relevant data structures 

Request Agent 0: 5 

• RA0 routing information to the G-RSAM is described in CCIX Device0’s RSAM Table, for address routed
CCIX Packets:

o Accesses to RSAM Window <A:B> routed to HA0 since the SAMEntryAttr.DestType field of
the RSAM Entry indicates Local Destination.
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o Accesses to RSAM Window <C:I> routed to CCIX Port1.

o Accesses to RSAM Window <I:K> also routed to HA0, with the SAMEntryAttr.DestType field
of the RSAM Entry indicating Local Destination. This also illustrates a case where other
considerations, such as HA Memory Expansion capability, could result in accesses to non-
contiguous SAM Windows being routed to the same HA.5 

• The IDM Table is referenced for the CCIX Port destination for ID routed CCIX Packets from the RA:

o ID0’s IDM Entry has the Local field set, indicating a local CCIX Device destination.

o ID1, ID2, ID3 IDM Entries indicate a route-destination of CCIX Port1, indicating remote CCIX
Device destinations.

CCIX Port1: 10 

• The PSAM Table highlights how CCIX relies on hierarchical decode for routing information. Even though
one RSAM Entry in the RSAM Table has SAM Window <C:I> routed to CCIX Port1, CCIX Port1’s PSAM
Table provides further routing information at a CCIX Port-level. These address routed CCIX Requests are
routed to different CCIX Links representing different off-chip CCIX Port destinations:

o Accesses to RSAM Window <C:G> routed to CCIX Link1.15 

o Accesses to RSAM Window <G:I> routed to CCIX Link0.

Home Agent 0: 

• HA0 has Direct Attached Memory and its HBAT Entry0 maps those resources:

o Base Address-A is mapped to Memory Pool0 where Memory Pool Entry0 has declared DDR
Memory Type in its Specific Memory Type Capability (MemPoolSpcificMemTypeCap) field.20 

• HA0 has also declared Memory Expansion Capability in Memory Pool Entry1. This capability is enabled in
the corresponding HBAT Entry1 for address routed CCIX Packets from RAs to HA0:

o 4GB aligned Base Address-I is programmed in HBAT Entry1.

• Address routed CCIX Packets initiated by HA0 to SAs, reference the HSAM Table in the Common Control
structure of CCIX Device0, in order to resolve the destination CCIX Port:25 

o Accesses to HSAM Window <I:K> routed to Port4.

Slave Agent 4: 

SA4 has its SBAT Entries configured to match the Memory Expansion SAM Window configured in HA0: 

o 4GB aligned Base Address-I is mapped in SBAT Entry0 to Memory Pool0 where Memory Pool
Entry0 has declared NVDIMM-F Memory Type in its Specific Memory Type Capability30 

(MemPoolSpcificMemTypeCap) field. Since this is SA4’s Memory Pool Entry 0, the
MemPoolEntryCapStat0.MemPoolAddrCap field must indicate addressing capability to 4GB
aligned Base Addresses.

o 4GB aligned Base Address-J is mapped in SBAT Entry1 to Memory Pool1 where Memory Pool
Entry1 has declared NVDIMM-F Memory Type in its Specific Memory Type Capability35 

(MemPoolSpcificMemTypeCap) field. SA4’s Memory Pool Entry 1’s MEMPOOLADDRCAP
field has indicated addressing capability to 4GB aligned Base Addresses.

CCIX Device1: 
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• CCIX Device 1 declared Multi-Port CCIX Device Capability (MPDC) in the Common Capabilities & Status
structure, discovered on CCIX Port2 and Port3.

• CCIX Port2 and Port3 were both determined to be part of CCIX Device1 when the DIDC field value
programmed in the CCIX Device1’s Primary Port Common Control structure was reflected in the DIDS
field of the CCIX Port2’s and Port3’s Common Capabilities & Status structure.5 

• CCIX Port2 and Port3 also declared CCIX Port-to-Port Forwarding Capability
(PortCapStat1.PortToPortFwdingCap) in the Port Capabilities & Status structure. Since CCIX Device 1 has
only two CCIX Ports, and PortCapStat1.PortToPortFwdingCap is a bi-directional capability, both CCIX
Port2 and Port3 must declare CCIX Port-to-Port Forwarding Capability.

• Since CCIX Device 1 has only two CCIX Ports, and PortCapStat1.PortToPortFwdingCap is a bi-directional10 

capability, the Port Forwarding Vector (PortCapStat3.PortFwdingVctr) field, in each Port Capabilities &
Status structure, must reference the other port, i.e. PortCapStat3.PortFwdingVctr in CCIX Port2’s Port
Capabilities & Status structure must have the bit position for CCIX Port3 set, and
PortCapStat3.PortFwdingVctr in CCIX Port3’s Port Capabilities & Status structure must have the bit
position for CCIX Port2 set.15 

o As indicated in Figure 6-88, CCIX Device 1 has been enumerated with CCIX Port2 and Port3
designations for illustration purposes only. A CCIX Device with two CCIX Ports, must have
those CCIX Ports linearly enumerated, and must have one Primary Port Capabilities & Status
structure with PortID0 declared in the PID field. Since CCIX Device 1 has only two CCIX Ports,
the CCIX Ports would be required to be enumerated as CCIX Port0 and Port1, and the20 

PortCapStat3.PortFwdingVctr field bit position descriptions above must be adjusted
accordingly.

• RA0 address routed CCIX Packets, that ingress on CCIX Port 2, have their routing information in CCIX
Device1’s RSAM Table. The RSAM Entries have routing information for two RSAM Windows, where
packets addressed to one RSAM Window are routed to a Home Agent local to the CCIX Device, and25 

packets addressed to the other RSAM Window are routed to an egress Port destined to a Home Agent
on a remote CCIX device:

o Accesses to RSAM Window <C:E> routed to HA1 since the SAMEntryAttr.DestType field of
the RSAM Entry indicates Local Destination.

o Accesses to RSAM Window <E:G> routed to CCIX Port3.30 

Configuration and usage of data structures in Figure 6-88, that are not specifically covered in the descriptions 
above, can be inferred from other equivalent data structures described thus far. 
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 Complex Topology and Associated Number of SAM Entries 

In Figure 6-88, the number of RSAM Entries that are enabled in CCIX Device 0 and Device 1 differs from the (P + 
1 + Local) minimum number of SAM Entry Capability requirement, as stated in Table 6-10. 

As noted in Table 6-10, particular CCIX tree topologies may achieve their necessary SAM Window routing 
attributes by utilizing less than (P + 1 + Local) SAM Entries. CCIX Device 0 and Device 1 in Figure 6-88 illustrates 5 

such a utilization: 

• RSAM Entries utilized:

o CCIX Device 0:

− Because only Port1 has RA-to-HA traffic and Port4 does not, Device 0 requires only 2 RSAM
Entries for Port routing10 

− For Local RSAM Windows, it is possible to optimize the G-RSAM Window allocation such that the
two Local RSAM Windows can be optimized to utilize only one RSAM entry for routing to a Local
destination. However, the RSAM on CCIX Device 0 illustrates unoptimized G-RSAM allocation
such that two RSAM Entries are utilized for routing to a Local destination.

− Thus, it’s possible for G-RSAM Window allocation such that the RSAM Table on CCIX Device 015 

utilizes a total of 2 Entries, even though the minimum requirement of (P + 1 + Local) SAM Entries
for CCIX Device 0 is 3.

o CCIX Device 1:

− RA-to-HA traffic arriving on Port2 gets forward to only one branch of the tree, i.e. Port3. So only
one RSAM entry is utilized for routing to CCIX Port 3.20 

− One entry is utilized for routing to a Local destination.

− Thus, it’s sufficient for the RSAM Table on CCIX Device 1 to have utilized 2 Entries, even though
the minimum requirement of (P + 1 + Local) SAM Entries for CCIX Device 1 is 3.

• HSAM Entries utilized:

o CCIX Device 0:25 

− Because only Port4 has HA-to-SA traffic and Port0 does not, it’s sufficient for the HSAM Table on
Device 0 to utilize only 1 entry.

− Because there is an HA on CCIX Device 0, an SA cannot be on the same CCIX Device. Therefore,
there is no requirement on CCIX Device 0 for an HSAM Entry to have a Local routing destination.

− Thus, it’s sufficient for HSAM Table on Device 0 to have utilized 1 Entry, even though the30 

minimum requirement of (P + 1 + Local) SAM Entries for CCIX Device 0 is 3.
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Chapter 7. CCIX RAS Overview 

This section introduces CCIX® Reliability Availability Serviceability (RAS) framework overview. 

7.1 Classification of Hardware Faults 
There are three categories of hardware faults (from the perspective of the error consumer) that host system 
software typically deals with: 5 

Synchronous and Precise CPU Exceptions: 

• These exceptions may be due to Data Abort, Instruction Prefetch Abort, or some form of bus error due
to a hardware fault on an access to some faulting address.  May be triggered by CPU load synchronous
encountering an uncorrected error (UE) and/or external bus errors.

• For example:10 

o Synchronous External Abort (SEA) on ARMv8 Systems.

o Machine Check Exception (MCE) on x86 Systems.

Asynchronous and Imprecise CPU Exceptions: 

• Triggers an exception to a dedicated CPU vector.  May be triggered by CPU internal UEs, corrected errors
(CEs), and/or external bus errors.15 

• For example:

o System Error Interrupt (SEI) on ARMv8 Systems.

o Machine Check Exception (MCE) and/or Corrected Machine Check (CMC) on x86 Systems.

o Some systems may rely on normal interrupts for asynchronous hardware error notification.

Asynchronous and Imprecise System Exceptions or Interrupts: 20 

• These are exceptions that happen outside of the CPU subsystem, typically reported to the CPU via wired
interrupt and/or message signaled interrupt (MSI), which would notify the CPU that a hardware fault has
occurred.  May be triggered by UEs/CEs from system cache, memory, PCIe (e.g., AER or ATS) errors.

The handling of CCIX errors will be the focus of this document.  CCIX errors may fall into any of the above 
categories depending on the specifics of the error manifests.  CCIX errors that are consumed inside the CPU 25 

subsystem will typically fall into either the first or the second categories.  CCIX errors that are consumed outside 
of the CPU subsystem will typically fall into the third category. 

7.2 Hardware Error Propagation 
The host system and the CCIX device can have similar sets of components: 

• Various Types of Memory.30 
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• Various Types of Caches and Register Files.

• Processing Elements.

• Coherent Interconnects.

Each of the above components may consume, produce, or simply detect a hardware error.  These hardware 
errors may be related to ECC, command failure, transport errors, decode errors, logic errors, 5 

timeouts/watchdog, etc. 

The following example illustrates how poisoned data may flow through a host system that is attached to a CCIX 
device.  When data is poisoned, an error may propagate throughout the system from one entity to another, 
which may be triggered by a transaction initiated by a processing element and/or cache/snoop logic.  The 
expectation would be that while the error propagates, it is still contained to the particular granule size (e.g. 10 

cache line). 

Device Host

Poisoned data error propagation 
(producer to consumer)

Processing Element (PE)

Error Resource (both producer 
and consumer)

Processor
Subsystem

Shared CachePCIe
RC

Private Cache

CPU

Memory Controller
(Scrub Engine)

Cache

Memory Controller
(Scrub Engine)

Coherent 
InterconnectCCIX

PCIe
EP

CCIXCoherent 
Interconnect

Device Logic

MemoryMemory

Figure 7-1: Example Error Propagation Flow on CCIX devices 

The specifics of how errors are handled on the host side are either in an implementation defined manner or via 
a standardized mechanism per the CPU host architecture.  These details could be silicon vendor-specific or 15 

compliant with some architecture defined outside of the scope of this specification.   

The specifics of how CCIX errors are reported and handled will be described in this document. 

7.3 CCIX Protocol Error Reporting (PER) 
There are two categories of hardware faults that can cause CCIX hardware errors: 

• PCIe Transport Errors:20 

o These are reported via standard PCIe mechanisms (e.g. Advanced Error Reporting (AER)).
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• CCIX Protocol Errors (PER):

o On the device side, protocol errors are reported via CCIX PER Message (Section 7.3.1) and
logged to CCIX DVSEC space (Section 6.2).

o On the host side, these errors are reported to the error agent and the way the error agent
reports the error to the CPU is either in an implementation defined manner or via5 

standardized mechanism per the CPU host architecture, which is outside the scope of this
specification.

CCIX devices must comply with the following requirements when it comes to reporting and logging protocol 
errors: 

• An error producer or consumer of a CCIX protocol error must:10 

o Always log the error in the appropriate DVSEC structure (depending on the source
agent/component).

o Send a PER message to the "Error Agent" (routed by Error AgentID described in Chapter 6).

− The Error AgentID provides the path to the host and is described in more detail in Chapter 3.

• In addition to the above rules, an error producer of a CCIX protocol error (e.g. SA, CCIX port, CCIX Link,15 

RA, or HA) must attempt to poison data on uncorrected data errors whenever possible.  This applies to
both ECC errors as well as general bus or address decode errors that may result in loss or corruption of
data.

o If poisoning is not possible and CCIX communication becomes unsafe, the error severity bit
SevNocomm must be set (see Table 7-1).20 

• If the error producer is also the consumer of that error (e.g. RA was the first to detect an ECC error on
data that it is about to operate on), it must also follow the error consumer rules described below.

 IMPLEMENTATION NOTE 
It is an implementation choice for the device to either provide two separate PER messages for 
detection and consumption, or whether to consolidate that error syndrome in a single PER message.  
If two PER messages are sent, this will result in a multiple error scenario as described in Section 
7.3.2.2 . The actual consumption of an error is considered to be of higher severity, and so it would be 
expected that the error log reflects the details around the error consumption, overriding any log of 
the error production/detection. 

• In addition to the above rules, an error consumer of a CCIX protocol error (e.g. RA, HA, switch) must not
operate on the erroneous data:25 

o If possible, make an attempt to avoid further actions/operations that will create new errors.

• PER message may be masked by the host:

o Section 7.4 describes the mechanism for masking CCIX protocol errors for a particular
device.

• PER message is always routed from CCIX device to the host via the Error AgentID as specified in the CCIX30 

DVSEC specification.
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CCIX RAS introduces a new CCIX message for reporting CCIX protocol errors to the host.  This section also 
describes examples of potential software actions when the host software becomes notified of a CCIX protocol 
error.  

 CCIX PER Message Format 

This section describes the CCIX PER message details.  The CCIX PER message is an ID routed message type (as 5 

described in Chapter 3 – it is a “Miscellaneous Message Type”) that carries minimal mandated error information 
needed for the host to handle the error.  PER message is sent over the credit-less message classes of CCIX 
protocol link. At the PCIe transport level, this message, like all CCIX protocol messages, will be sent over PCIe 
CCIX VC. 

The PER message is sent by the error reporting device to the programmed CCIX Port (determined by the Error 10 

AgentID per Chapter 3). Figure 7-2 describes the format of the CCIX PER message.  The field definitions of this 
message will have the same field definitions as the CCIX PER Log Common Header Structure, which is described 
in more detail in Section 7.3.2.1  

7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0

PER Revision ME RsvdZ

+00

+04

Fault Address [17:10]

Fault Address [63:32]

+08

+0C

RsvdZExt MsgType MsgLen MiscCredit MiscOp

Fault Address Mask 
Length [5:0]+14

+10

RsvdZ PER TypeRsvdZVENComponent TypeSource ID ADRV

RsvdZ

+0 +1 +2 +3

Source Port ID 

RsvdZ

RsvdZ

S3 S2 S1 S0

RsvdZ

RsvdZ+1C

+18

RsvdZ+20

Fault Address [9:2] Fault Address [25:18] Fault Address [31:26]

Figure 7-2: CCIX Protocol Error Reporting (PER) Message Format 15 

The details of the fields in DW0 are described in Chapter 3.  The details of the fields in DW1 and DW2 are 
described in Table 7-1 and Table 7-2, respectively.  The fault address is provided in DW3 and DW4.   

The fault address mask length is provided in byte 3 of DW5.  When the fault address is valid, the fault address 
mask length indicates the number of contiguous mask bits, used to specify the granularity of an error.  For 
example: an error that is detected on a 64-byte cache line granularity would report a value of 6 in byte 3 of DW5 20 

of the PER message. 

The remaining DW6, DW7, and DW8 are reserved for future use.   
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Table 7-1: CCIX PER Message DW 1 

Bit 
Location 

Field Description Attibutes 

7:0 PER Revision (PerRev) 
This field indicates the revision of the PER message. 
0x01: Revision 1 (the current revision). 
All other values are reserved. 

RO 

14:8 Reserved and Zero RsvdZ 

15 Multiple Errors (MultiErr) 
This field indicates that multiple errors were detected at that CCIX agent or 
component.   
0: Single error 
• A single error was detected and logged.  The PER log will hold the

syndrome information of this error.
1: Multiple errors 
• Multiple errors were detected, the only error that is logged was the first

error detected at this severity (i.e. CE vs. UE per SevUe bit described in
the next DW).  Subsequent errors of the same or lower severity will not
be reported or logged.

RO 

31:16 Reserved and Zero RsvdZ 

Table 7-2: CCIX PER Message DW 2 

Bit Location Field Description Attributes 

7:0 Error Source ID (ErrSrcId) 
If the agent type is an HA, SA, or RA: This field indicates the CCIX 
AgentID of the component that reported this error. In this case bits 
7:6 must be zero, since AgentID is only 6 bits. 
The AgentID should be used to derive the BDF. 
Otherwise: This specifies the CCIX Device ID (i.e. in the case of Port, 
CCIX Link, or device errors). 

RO 

11:8 Error Source Port ID (ErrPortId) 
If the CCIX protocol component type is a Port or CCIX Link: This field 
indicates the CCIX Port ID that reported this error. 
The combination ErrSrcId and ErrPortId should be used to derive 
the BDF. 
Otherwise: This field is not valid. 

RO 
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Bit Location Field Description Attributes 

15:12 Error Component Type (ErrCompType) 
This field indicates the type of CCIX protocol component that 
reported this error. 
0x0: RA 
0x1: HA 
0x2: SA 
0x3: Port 
0x4:  CCIX Link 
All other values are reserved. 

RO 

16 Uncorrected Error (SevUe) 
When this bit is set, hardware is indicating that it was unable to 
correct or recover from the error. 
0: Corrected / Informational 
• Recommend System Action:  Refer to SevDegraded to

determine if a CE threshold has been reached. Refer to
SevDeferred to determine if this is an unconsumed error that
may have triggered poison creation. Refer to MultiErr to
determine if multiple errors have occurred. Log the error.

1: Uncorrected 
• Recommend System Action:  Refer to SevNocomm,

SevDegraded, and SevDeferred to determine action.

RO 
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Bit Location Field Description Attributes 

17 CCIX Protocol Communication Broken (SevNocomm) 
This field is invalid/ignored if SevUe is zero. 
When this bit is set, hardware indicates that CCIX protocol 
communication is broken, and is unsafe to proceed with CCIX 
protocol communication. 
0: CCIX protocol Communication is safe 
• Recommend System Action:  Refer to remaining syndrome info

for details (e.g. address), MultiErr, and SevDegraded.
• Action depends on system/software configuration details when

it comes to that particular CCIX endpoint.  The system action
here will be platform specific.

• For example: Uncorrected memory errors may be attributed to
an address or address mask (i.e. address range).  There may be
software knowledge about that particular CCIX device to
determine whether the error may be isolated or contained.

o If Address available (AddrValid is 1):  Software may
attempt to recover without restarting (depending on the
criticality of the data that was lost/corrupted) via page
offlining mechanisms.

o If Address is not available (AddrValid is 0): Depending on
how isolated the CCIX endpoint is, it may involve resetting
the CCIX end point and restarting applications/VMs
associated with that endpoint, or if the CCIX endpoint is
critical to system operation, this may require a full system
reboot.

1: CCIX Protocol Communication is unsafe 
• In cases where an uncorrected error is lost, this bit must be set.
• Recommend System Action: Action is implementation-

dependent, which may depend on how isolated the CCIX
endpoint is.

• For example: the action may involve resetting the CCIX agent,
restarting applications/VMs associated with that agent, or (if
the CCIX agent is critical to system operation) may require a full
system reboot.

• Parameters to make these decisions could vary between
platforms due to differences in system RAS policies.

• In case of multiple error scenarios, loss of UEs must result in
broken CCIX protocol communication.  If so, this must be
reflected by setting this bit.

RO 
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Bit Location Field Description Attributes 

18 Degraded / Threshold (SevDegraded) 
When this bit is set, the CCIX device is operating in a degraded 
reliability mode and device failure is more likely.  Hardware may set 
this bit when it has reached some type of error threshold or critical 
error condition (e.g. CE threshold or unlikely/unexpected UEs). 
The setting of thresholds are device/vendor-specific.  It may be hard 
coded by hardware or programmable via device driver or firmware.  
The specifics of setting thresholds is outside the scope of this 
specification. 

RO 

19 Deferrable (SevDeferred) 
When this bit is set, the error was detected by the agent or device, 
but has not yet been consumed.  In the case of a data error, this bit 
may be used to indicate poison creation. 
Action is implementation-dependent. 
This field is only valid if SevUe=0.  The act of poison creation is 
typically informational and must be reported from the data source 
that detected the error.   
If the error is eventually consumed by the target/destination agent, 
that agent will report the error as an uncorrected error (i.e. 
SevUe=1). 
It is possible for the poisoned data to be consumed by multiple 
agents on a data path and therefore reported multiple times.   
It is implementation-dependent whether or not intermediate 
agents/components that are passing along poisoned data send a 
PER message or log the poison.  Some system/device 
implementations may choose to refrain from reporting the error 
until the poisoned data arrives at its final destination (if possible), 
and therefore limit reporting of the error to the source and 
destination. 

RO 

23:20 Reserved and Zero RsvdZ 
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Bit Location Field Description Attributes 

27:24 PER Type (PerType) 
This field indicates the PER type.  When VEN=0, this field selects one 
of the following architectural PER types: 
0x0: Memory Error Type Structure (valid only if ErrCompType is HA 
or SA) – described in Section 7.3.3. 
0x1: Cache Error Type Structure (valid only if ErrCompType is RA, 
HA, or SA) – described in Section 7.3.4. 
0x2: ATC Error Type Structure (valid only if ErrCompType is RA) – 
described in Section 7.3.5.  
0x3: Port Error Type Structure (valid only if ErrCompType is Port) – 
described in Section 7.3.6. 
0x4: CCIX Link Error Type Structure (valid only if ErrCompType is 
CCIX Link) – described in Section 7.3.7.  
0x5: Agent Internal (valid for all) – described in Section 7.3.8.  
All other values are reserved. 

RO 

29:28 Reserved and Zero RsvdZ 

30 Address Valid Flag (AddrValid) 
This field is set when the fault base address fields in the CCIX PER 
message is valid. 
0: Fault Address is unknown 
• For Error Agent types of HA or SA: Software may assume that

the Fault Address Mask is based on the BAT.
• For Error Agent Types of RA:  Software may assume that the

Fault Address Mask is all of memory (any data in memory could
be corrupted).

1: Fault Address is known 
• The Fault Address fields (DW3 and DW4) in the PER message

provides a valid address.
• The Fault Address Mask Length is only valid if this bit is set to

one.
• It is assumed that the host hardware may only take action on

the cache line granularity due to lack of address mask in the
PER message.  Errors with larger granularity will depend on
software action, since software will have access to the PER log.

RO 

31 Vendor-Specific Error Type Flag (VenErrTypeFlag) 
This field is set for CCIX protocol errors that cannot be described by 
PER Types.  The PerType field will be implementation defined when 
this field is set.  All other fields in the PER message must still be set 
per this specification. 

RO 
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 CCIX PER Log Structures 

The CCIX PER Log is intended for reporting hardware faults that will result in protocol errors.  The protocol errors 
will normally be associated with a particular CCIX protocol component (i.e. CCIX Link, Port, HA, SA, or RA). The 
offset, in number of bytes, to the start of the PER log structure is indicated by the Error Log Offset of the various 
capability structures, which are shown in Section 6.2.2. The Error Log Offset must be in integer multiples of DW.   5 

 IMPLEMENTATION NOTE 
The Error Log location, indicated for each component in the Error Log Offset, may be unique per CCIX protocol 
component, or could also be shared across multiple CCIX protocol components (within the same PCIe BDF). 

Devices with a common Error Log location shared across ALL CCIX protocol components on that Device can 
indicate that common location in the Device Error Log Offset field. 

Error log from a CCIX device is made available through a RO space in Device’s DVSEC. This means that once a log 10 

is captured, it cannot be overwritten by future errors with the same or lesser severity (see Section 7.3.2.2 ). The 
error log must be sticky and the host must retain the error log even in scenarios where the link goes down. 

Figure 7-3 describes the CCIX PER Log Format. The first eight DW of the PER log structure is a log header.. Some 
of these fields share a common definition and format with PER message.  The PER Log Header provides the fault 
address and fault address mask length (if available, ADRV=1). The remaining structure field definitions depend 15 

on the “PER Type”.  

The following subsections describe the error log field details.  Each error log field may be classified as Mandatory 
(M) or Optional (O). The classification is indicated by the “M/O” column in the tables provided in this section.

for 

Eva
luati

on



Hardware Specification for Evaluation CCIX Protocol Error Reporting (PER) 

CCIX RAS Overview © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 320 of 346 
July 8, 2019 

PER Revision

RsvdZ

31 0

+00

31 016

+04

19

PER TypeRsvdZ

2428

PER Log Error Info 0

31 0

+20

Ven

30

PER Log Error Info N

31 0

+X

…

Component Type RsvdZ

14

12

31 0

+08

31 0

+0C

31 0

+10

Adr

29

Log LengthME

1516

Fault Address [31:2]

Fault Address [63:32]

RsvdZ

RsvdZ

1115202327

S3 S2 S1 S0

Fault Address Mask 
Length [5:0]RsvdZ

18 17

RsvdZ

RsvdZ+18

+14

RsvdZ+1C

31 0

31 0

31 0

Figure 7-3: CCIX PER Log Structure Format 

 CCIX PER Log Header 

The PER Log Header consists of 256 bits.  DW0 and DW1 represent the error log attribute fields, which are 5 

described in Table 7-3 and Table 7-4. The third and fourth DWs provide the fault address of the error, as 
described in Section 7.3.1.  The fifth DW provide the fault address mask length of the error, as described in 
Section 7.3.1. The sixth, seventh, and eighth DW are reserved for future use.  
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Table 7-3: CCIX PER Log Header DW 0 

Bit 
Location 

Field Description Attribute M/O 

7:0 See Table 7-1 for definition of this field, substituting 
“PER Log header” for “PER message”. 

RO M 

14:8 Log Length (LogLen) 
This field describes the number of DWs in the log 
(including the log header).   
For errors that do not have any additional error info, this 
field must be the size of the log header (0x20). 

RO M 

15 See Table 7-1 for definition of this field. RO M 

31:16 Reserved and Zero RsvdZ M 

Table 7-4: CCIX PER Log Header DW 1 

Bit 
Location 

Field Description Attribute M/O 

11:0 Reserved and Zero RsvdZ M 

15:12 See Table 7-2 for definition of this field. RO M 

16 See Table 7-2 for definition of this field. RO M 

17 See Table 7-2 for definition of this field. RO M 

18 See Table 7-2 for definition of this field. RO M 

19 See Table 7-2 for definition of this field. RO M 

23:20 Reserved and Zero RsvdZ M 

27:24 See Table 7-2 for definition of this field. RO M 

29:28 Reserved and Zero RsvdZ M 

30 See Table 7-2 for definition of this field, substituting 
“PER Log header” for “PER message”. 

RO M 

31 See Table 7-2 or definition of this field. RO M 

 Overwrite / Overflow Rules in Multiple Error Scenarios 

This subsection describes how a CCIX device/agent must handle multiple error scenarios.  When an error occurs 
while the PER log is still populated, due to not yet being acknowledged and cleared by software, the device will 5 

send a PER message with the MultiErr bit set and update the PER log if the following actions apply: 

• The MultiErr bit is not already set in the PER log, update the PER log to set the MultiErr bit.

o If the error is of the same or lower severity, PER log is maintained except for setting of the
MultiErr bit.
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o If the error is of higher severity (e.g. first error was a CE, second error was a UE), then PER
log will be updated with the new syndrome information in addition to setting of the MultiErr
bit.

• The MultiErr bit is already set, but the new error is of higher severity.  In this case, the PER log will be
updated with the new syndrome information. 5 

The severity priority from lowest to highest is enumerated in Table 7-5. 

Table 7-5: CCIX Error Severity Priorities (lowest to highest) 

Severity 

Priority 

SEV0 

(SevUe) 

SEV1 

(SevNocom) 

SEV2 

(SevDegraded) 

SEV3 

(SevDeferred) 
1 0 0 0 0 

2 0 0 1 0 

3 0 0 0 1 

4 0 0 1 1 

5 1 0 X 0 

6 1 1 X 0 

Each time the PER log is altered due to one of the above scenarios, this must also result in a PER message 
reflecting this change in the log.  In the below example, the host may have received four PER messages, but the 
PER log only retains the final state.  10 

For example: 

• A multi-error scenario on the same agent will result in multiple PER messages.

• An initial single corrected error is logged and triggers a PER message to be sent with MultiErr=0 and
SevUe=0.

• On a second corrected error, the log is updated to MultiErr=1, maintaining the existing syndrome15 

information of the first error, followed by a PER message to reflect the new state of the PER log.

• An uncorrected error is then detected (SevUe=1), the log is updated to capture the syndrome of the
uncorrected error (since the new error is of higher severity), followed by a PER message to reflect the
new state of the PER log.

• On a second uncorrected error, the log should be updated to upgrade SevNocomm=1, followed by a PER20 

message to reflect the new state of the PER log.  Due to the loss of the syndrome of the second UE, the
address of the data that has been corrupted is unknown, rendering further communication unsafe.

The loss of UEs is typically considered more severe than loss of CEs.  

For example: 

• In cases where SevUe=1 and MultiErr=1, the host must also refer to SevNocomm to determine whether25 

a CE or UE is lost.

• If CE is lost, the device may set SevNocomm=0:  Software may just handle the UE in the PER log, and log
that multiple CEs have occurred (not having syndrome of the CE that was lost).
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• If UE is lost, the device must set SevNocomm=1 (due to not having the syndrome of the UE that was
lost):  See recommended actions described in SevNocomm.

 IMPLEMENTATION NOTE 
Host side hardware may implement PER queues and hardware counters to handle and store multiple errors.  
How hardware advertises these features is implementation dependent. 

 Memory Error Type Structure 

Table 7-6 describes the CCIX PER Memory Error Type Structure.  This structure is variable length and starts at 5 

sixth DW of the PER log.  

Some field definitions in this structure are based on existing structures/fields defined in the UEFI Specification 
Version 2.7 Appendix N, Common Platform Error Record (CPER) (see Reference Documents). 

Table 7-6: CCIX PER Memory Error Type Structure 

Byte 
Location 

Size (Bytes) Register Description Attribute M/O 

0 4 Validation Bits 
All subsequent fields will have a validation bit to 
indicate whether that field has valid data. 
Bit 0: Generic Memory Type 
Bit 1: Operation 
Bit 2: Memory Error Type 
Bit 3: Card (Channel) 
Bit 4: Bank 
Bit 5: Device 
Bit 6: Row 
Bit 7: Column 
Bit 8: Rank 
Bit 9: Bit Position 
Bit 10: Chip Identification 
Bit 11: Vendor-Specific Log Info 

Bit 11 is intended to indicate that there is 
vendor-specific log info provided with this 
error log. 

Bit 12: Module 
Bit 13: Specific Memory Type 
All other bits are reserved. 

Note: The order of the Validation Bits in Table 
7-6 does not, in all cases, follow the order of

RO M 
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Byte 
Location 

Size (Bytes) Register Description Attribute M/O 

fields in that same table. This is unlike Table 7-7 
and Table 7-8 for example, where the order of 
the Validation Bits follow the order of fields in 
that same table. 

4 1 FRU ID 
This field indicates a generic instance ID for 
identifying the location of the field replaceable 
unit (FRU).   
The value of 0xFF is reserved for errors that are 
detected in “on-chip memory” that is exposed 
to software.  In this case, it is assumed the FRU 
is the actual CCIX device itself. 
For example: On a device that supports up to 4 
channels and 2 DIMMs per channel, that device 
supports up to 8 DIMMs populated. The value of 
this field will indicate which of the 8 possible 
DIMM slots raised the error condition. 

RO M 

5 1 Reserved and Zero RsvdZ M 

6 2 Length 
This field indicates the length of this memory 
error type structure in bytes (including the 
Vendor-Specific Log Info). 

RO M 

8 1 Memory Pool Generic Memory Type Capability  
This field indicates one of the following memory 
types. 
0x00: Other, Non-Specified 
0x01: ROM 
0x02: Volatile Memory 
0x03: Non-Volatile Memory 
0x04: Device/Register Memory 
0x80-0xFF: Values are vendor-specific 
All other values are reserved. 

RO O 

9 1 Operation Type  
This field indicates one of the following 
operation types. 
0: Generic 
1: Read 
2: Write 
4: Scrub 
All other values are reserved. 

RO O 
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Byte 
Location 

Size (Bytes) Register Description Attribute M/O 

10 1 Memory Error Type 
This field indicates the type of error that 
occurred. 
0: Unknown  
1: No error  
2: Single-bit ECC  
3: Multi-bit ECC  
4: Single-symbol ChipKill ECC  
5: Multi-symbol ChipKill ECC  
6: Master abort  
7: Target abort  
8: Parity Error  
9: Watchdog timeout  
10: Invalid address  
11: Mirror Broken  
12: Memory Sparing  
13: Scrub  
14: Physical Memory Map-out event  
All other values are reserved. 

RO O 

11 1 Card or Channel Number (Chan) 
This field indicates the card or channel number 
(in hex) of the error location. 
For example: On a device that supports up to 4 
channels, this field indicates which channel 
raised the error. 

RO O 

12 2 Module (Mod) 
This field indicates the module number (in hex) 
of the memory error location. (Channel Number 
and Module should provide the information 
necessary to identify the failing FRU). 
For example: On a device that supports up to 4 
channels and 2 DIMMs per channel, the value of 
this field may be between zero or one, to 
indicate which on the two DIMMs raised an 
error. 

RO O 

14 2 Bank  
This field indicates the bank number (in hex) of 
the memory associated with the error. When 
Bank is addressed via group/address (e.g., 
DDR4).  
Bit 7:0 – Bank Address  

RO O 
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Byte 
Location 

Size (Bytes) Register Description Attribute M/O 

Bit 15:8 – Bank Group Device 

16 4 Device  
This field indicates the device number (in hex) 
of the memory associated with the error. 

RO O 

20 4 Row  
This field indicates the row number (in hex)  of 
the memory error location. 

RO O 

24 4 Column  
This field indicates the column number (in hex) 
of the memory error location. 

RO O 

28 4 Rank  
This field indicates the rank number (in hex)  of 
the memory error location. 

RO O 

32 1 Bit Position  
This field indicates the bit position (in hex)  at 
which the memory error occurred. 

RO O 

33 1 Chip Identification  
This is an encoded field used to address the die 
in 3DS packages. 

RO O 

34 1 Memory Pool Specific Memory Type Capability  
This field indicates one of the following memory 
types. 
0x00: Other, Non-Specified 
0x01: SRAM 
0x02: DDR 
0x03: NVDIMM-F 
0x04: NVDIMM-N 
0x05: HBM 
0x06: Flash  
0x80-0xFF: Values are vendor-specific 
All other values are reserved. 

RO O 

35 (indicated by 
VenLen) 

Vendor-Specific Log Info  
This is a variable length field that may be used 
by vendors for additional error information.  
This structure is described in Section 7.3.9.  

RO O 

 Cache Error Type Structure 

Table 7-7 describes the CCIX PER Cache Error Type Structure.  This structure is variable length and starts at sixth 
DW of the PER log. 
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Some field definitions in this structure are based on existing structures/fields defined in the UEFI 2.7 Appendix N 
Common Platform Error Record (CPER) (see Reference Documents). 

Table 7-7: CCIX PER Cache Error Type Structure 

Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

0 4 Validation Bits 
All subsequent fields will have a validation bit to indicate 
whether the field has valid data. 
Bit 0: Cache Type 
Bit 1: Operation 
Bit 2: Cache Error Type 
Bit 3: Cache Level 
Bit 4: Set 
Bit 5: Way 
Bit 6: Cache Instance ID 
Bit 7: Vendor-Specific Log Info 

Bit 7 is intended to indicate that there is vendor-specific 
log info provided with this error log. 

All other bits are reserved. 

RO M 

4 2 Length 
This field indicates the length of this cache error type 
structure in bytes (including the Vendor-Specific Log Info). 

RO M 

6 1 Cache Type  
This field indicates one of the following cache types. 
0x0: Instruction Cache 
0x1: Data Cache 
0x2: Generic / Unified Cache 
0x3: Snoop Filter Directory 
All other values are reserved. 

RO O 
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Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

7 1 Operation Type  
This field indicates one of the following operation types. 
0: Generic Error (type of error cannot be determined)  
1: Generic Read (type of instruction or data request cannot 
be determined)  
2: Generic Erite (type of instruction or data request cannot 
be determined)  
3: Data Read  
4: Data Write  
5: Instruction Fetch  
6: Prefetch  
7: Eviction  
8: Snooping (the master described in this log initiated a 
cache snoop that resulted in an error)  
9: Snooped (the master described in this log raised a cache 
error caused by another processor or device snooping into 
its cache)  
10: Management or Command Error 
All other values are reserved. 

RO O 

8 1 Cache Error Type 
This field indicates the type of error that occurred. 
0: Data 
1: Tag 
2: Timeout 
3: Hang 
4: Data Lost 
5: Invalid Address  
All other values are reserved. 

RO O 

9 1 Cache Level 
This field indicates the level of the cache where the error 
was detected (relative to the agent). 

RO O 

10 4 Set 
This field indicates the set number (in hex) where the error 
was detected. 

RO O 

14 4 Way 
This field indicates the way number (in hex) where the error 
was detected. 

RO O 
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Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

18 1 Cache Instance ID 
This field indicates the instance number (in hex) or ID of the 
cache where the error was detected (relative to the agent). 

RO O 

19 1 Reserved and Zero RsvdZ O 

20 (indicated 
by 

VenLen) 

Vendor-Specific Log Info  
This is a variable length field that may be used by vendors 
for additional error information.  This structure is described 
in Section 7.3.9.   

RO O 

 ATC Error Type Structure 

Table 7-8 describes the CCIX PER ATC Error Type Structure.  This structure is variable length and starts at sixth 
DW of the PER log. 

Table 7-8: CCIX PER ATC Error Type Structure 

Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

0 4 Validation Bits 
All subsequent fields will have a validation bit to indicate 
whether the field has valid data. 
Bit 0: Operation Type 
Bit 1: ATC Instance ID  
Bit 2: Vendor-Specific Log Info 

Bit 2 is intended to indicate that there is vendor-specific 
log info provided with this error log. 

All other bits are reserved. 

RO M 

4 2 Length 
This field indicates the length of this ATC error type structure 
in bytes (including the Vendor-Specific Log Info). 

RO M 
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Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

6 1 Operation Type  
This field indicates one of the following operation types. 
0: generic error (type of error cannot be determined)  
1: Generic Read (type of instruction or data request cannot 
be determined)  
2: Generic Write (type of instruction or data request cannot 
be determined)  
3: Data Read  
4: Data Write  
5: Instruction Fetch  
6: Prefetch  
7: Eviction  
8: Snooping (the master described in this log initiated a cache 
snoop that resulted in an error)  
9: Snooped (The master described in this log raised a cache 
error caused by another processor or device snooping into its 
cache)  
10: Management or Command 
All other values are reserved. 

RO O 

7 1 ATC Instance ID 
This field indicates the instance number (in hex) or ID of the 
cache where the error was detected (relative to the agent). 

RO O 

8 4 Reserved and Zero RsvdZ O 

12 (indicated 
by VenLen) 

Vendor-Specific Log Info  
This is a variable length field that may be used by vendors for 
additional error information.  This structure is described in 
Section 7.3.9. 

RO O 

 Port Error Type Structure 

Table 7-9 describes the CCIX PER Port Error Type Structure.  This structure is variable length and starts at sixth 
DW of the PER log. 
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Table 7-9: CCIX PER Port Error Type Structure 

Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

0 4 Validation Bits 
All subsequent fields will have a validation bit to 
indicate whether the field has valid data. 
Bit 0: Operation 
Bit 1: Port Error Type 
Bit 2: CCIX Message 
Bit 3: Vendor-Specific Log Info 

Bit 3 is intended to indicate that there is 
vendor-specific log info provided with this 
error log.   

All other bits are reserved. 

RO M 

4 2 Length 
This field indicates the length of this port error 
type structure in bytes (including the Vendor-
Specific Log Info). 

RO M 

6 1 Operation Type  
This field indicates one of the following 
operation types. 
0: Command Error  
1: Read 
2: Write  
All other values are reserved. 

RO O 

7 1 Port Error Type 
This field indicates the type of error that 
occurred. 
0: Generic Bus / Slave Error 
1: Bus Parity / ECC error (in transit to agent) 
2: Decode Error (BDF not present) 
3: Decode Error (Invalid Address) 
4: Decode Error (Invalid AgentID) 
5: Bus Timeout 
6: Hang 
7: Egress Blocked 
All other values are reserved. 

RO O 

8 32 CCIX Message 
This field indicates the raw CCIX message that 
resulted in an error. 

RO O 
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Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

40 (indicated 
by VenLen) 

Vendor-Specific Log Info  
This is a variable length field that may be used 
by vendors for additional error information.  
This structure is described in Section 7.3.9. 

RO O 

 CCIX Link Error Type Structure 

Table 7-10 describes the CCIX Link Error Type Structure.  This structure is variable length and starts at sixth DW 
of the PER log. 

Table 7-10: CCIX Link Error Type Structure 

Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

0 4 Validation Bits 
All subsequent fields will have a validation bit to 
indicate whether the field has valid data. 
Bit 0: Operation 
Bit 1: Link Error Type 
Bit 2: Link ID 
Bit 3: Credit Type 
Bit 4: CCIX Message 
Bit 5: Vendor-Specific Log Info 

Bit 5 is intended to indicate that there is 
vendor-specific log info provided with this 
error log.   

All other bits are reserved. 

RO M 

4 2 Length 
This field indicates the length of this port error 
type structure in bytes (including the Vendor-
Specific Log Info). 

RO M 

6 1 Operation Type  
This field indicates one of the following 
operation types. 
0: Command Error  
1: Read 
2: Write  
All other values are reserved. 

RO O 
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Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

7 1 Link Error Type 
This field indicates the type of error that 
occurred. 
0: Generic Link Error 
1: Link Credit Underflow 
2: Link Credit Overflow 
3: Unusable Credit Received 
4: Link Credit Timeout 
All other values are reserved. 

RO O 

8 1 Link ID 
This field indicates ID of the link associated with 
this error. 

RO O 

9 1 Link Error Credit Type 
This field indicates the Credit Type associated 
with this error. 
0: Memory Credit 
1: Snoop Credit 
2: Data Credit 
3: Misc Credit 
All other values are reserved. 

RO O 

10 2 Reserved and Zero RsvdZ M 

12 32 CCIX Message 
This field indicates the raw CCIX message that 
resulted in an error. 

RO O 

44 (indicated 
by VenLen) 

Vendor-Specific Log Info  
This is a variable length field that may be used 
by vendors for additional error information.  
This structure is described in Section 7.3.9. 

RO O 

 Agent Internal Error Type Structure 

Table 7-11 describes the CCIX PER Agent Internal Error Type Structure.  This structure is variable length and 
starts at sixth DW of the PER log. 
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Table 7-11: CCIX PER Agent Internal Error Type Structure 

Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

0 4 Validation Bits 
All subsequent fields will have a validation bit to 
indicate whether the field has valid data. 
Bit 0: Vendor-Specific Log Info 

Bit 0 is intended to indicate that there is 
vendor-specific log info provided with this 
error log.   

All other bits are reserved. 

RO M 

4 2 Length 
This field indicates the length of this agent 
internal error type structure in bytes (including 
the Vendor-Specific Log Info). 

RO M 

6 2 Reserved and Zero RsvdZ O 

8 (indicated 
by VenLen) 

Vendor-Specific Log Info  
This is a variable length field that may be used by 
vendors for additional error information.  This 
structure is described in Section 7.3.9.  

RO O 

 Vendor-Specific Log Info  

Table 7-12 describes the format of the Vendor-Specific Log Info.  This structure is variable length. 

Table 7-12: Vendor-Specific Log Info 

Byte 
Location 

Size 
(Bytes) 

Register Description Attributes M/O 

0 2 Vendor Info Length (VenLen) 
This field indicates the length of this structure in 
bytes. 

RO M 

2 6 Reserved and Zero RsvdZ M 

8 (indicated 
by 

VenLenVen
Len - 4) 

Vendor-Specific Info Structure 
This is a variable length structure.  This structure is 
implementation defined. 

RO O 
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7.4 CCIX Error Control & Status Structures 
CCIX provides error control mechanisms at two levels: 

• Level 1: CCIX Device Error Control & Status (per CCIX device)

o Common device error control is provided via the “Primary Port Common Control Structure”
(see Section 6.2.2.1.2). The “Device Error Control & Status Register" provides:5 

− Bit to enable PER reporting from the CCIX device.

o The layout of this register is described in more detail in Section 7.4.1 and Table 7-13.

• Level 2: Component Error Control & Status (per CCIX protocol component)

o Each CCIX protocol component will have “Component Error Control & Status Registers”
(*ErrCntlStat0 and *ErrCntlStat1) for local error status.  The following registers include:10 

− Port Error Control & Status Registers (PortErrCntlStat0 and PortErrCntlStat1).

− CCIX Link Error Control & Status Registers (LinkErrCntlStat0 and LinkErrCntlStat1).

− HA Error Control & Status Registers (HAErrCntlStat0 and HAErrCntlStat1).

− RA Error Control & Status Registers (RAErrCntlStat0 and RAErrCntlStat1).

− SA Error Control & Status Registers (SAErrCntlStat0 and SAErrCntlStat1).15 

o The layout of each of these registers is described in Section 7.4.1, Table 7-14, Table 7-15,
and Section 6.2.2.

The reset value of all error control and status registers in a CCIX device must be disabled.  Host software must 
explicitly enable error reporting of the CCIX device and each CCIX protocol component.  Once enabled, errors are 
unmasked by default unless mask bits are set by software. 20 
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 Error Control Register Definitions 
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Figure 7-4: Device Error Control & Status Register (DevErrCntlStat) 
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Figure 7-5: Component Error Control & Status Registers (*ErrCntlStat0 and *ErrCntlStat1) 5 

Table 7-13 describes the bit definitions of the Device Error Control & Status Register. 

Table 7-13: Device Error Control & Status Register (DevErrCntlStat) Fields 

Bit Location Field Description Attributes M/O 

0 Error Reporting Enable (En) 
This field enables/disables both PER messages and logging 
on this device. 
0b: PER messages will not be reported from this device. 
Protocol errors will not be reported once this field is 
cleared (if previously set).  Any pending component 
protocol errors that have already been logged for a 
particular component will remain pending in the Sta field 
and in the PER log area (i.e. clearing this field does not 
clear pending errors). 
1b: PER messages will be reported from this device. 
In the event of an unmasked protocol error, a PER log (if 
enabled and unmasked) will be captured and a PER 
message (if enabled and unmasked) will be reported to 
the host. 
Reset value of this field must be zero.  

RW M 

31:1 Reserved and Preserved RsvdP M 
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Table 7-14 describes the bit definitions of the Component Error Control & Status Register 0 (*ErrCntlStat0). 

Table 7-14: Component Error Control & Status Register 0 (*ErrCntlStat0) Fields 

Bit Location Field Description Attributes M/O 

1:0 Error Status (Sta) 
This field indicates the error status of this CCIX protocol 
component.  
00b: PER log has been cleared and there is no pending error.  
01b: PER log is valid and an error is pending. A PER message 
was not reported.  
10b: Invalid.  
11b: PER log is valid, a PER message has been reported, and an 
error is pending.  

Writing these bits with all ones will clear the status back to 
zero and thereby clearing/invalidating the PER log (i.e. once 
status is cleared, the device is permitted to overwrite the log 
on a new error event).  
Writing these bits with all zeros will have no effect.  
Writing any other value to these bits is undefined. 

RW1C M 
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Bit Location Field Description Attributes M/O 

(Error Status description continued) 
The following scenarios describe how the Sta bits would be 
updated (or maintained) for an upgraded PER log (as 
described in Section 7.3.2.2 ) without sending a PER message 
for a CCIX protocol component:  
• 00b -> 01b : The PER log has been updated with a new

error without sending a PER message.
• 00b -> 11b : The PER log has been updated with a new

error and a PER message has been raised.
• 01b -> 00b : Software has cleared this error status and the

PER log for the CCIX protocol component is no longer
valid.

• 01b -> 01b : The PER log has been upgraded (as described
in Section 7.3.2.2 ) without sending a PER message.

• 01b -> 11b : A higher priority error was detected after
software had enabled PER message reporting
(*ErrCntlStat0.Dis cleared to zero when it was previously
set to 10b) or if PER message reporting was masked on
the previously logged error and unmasked on this higher
priority error. The PER log has been upgraded (as
described in Section 7.3.2.2) and a PER message has been
raised.

• 11b -> 00b : Software has cleared this error status and the
PER log for the CCIX protocol component is no longer
valid.

• 11b -> 01b : A higher priority error was received after
software had disabled PER message reporting
(*ErrCntlStat0.Dis written to 10b when it was previously
zero), or if PER message reporting was unmasked on the
previously logged error and masked on this higher priority
error.   PER log has been upgraded (as described in
Section 7.3.2.2 ) without sending a PER message

• 11b -> 11b : The PER log has been upgraded (as described
in Section 7.3.2.2 ) and a PER message has been raised.

This field will only log errors if PER is enabled for the device 
(i.e. DevErrCntlStat.En is also set to one).  
Reset value of this field must be zero. 
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Bit Location Field Description Attributes M/O 

3:2 PER Disable (LogDis and Dis) 
This field enables/disables PER logging and PER message 
reporting for this CCIX protocol component. 
00b: PER logging and PER message reporting for this 
component is enabled.   
In the event of a protocol error, this component will capture a 
log and set the Sta field of this register to reflect that an error 
is pending. 
01b: Invalid. 
10b: PER message will not be reported from this component. 
This component will still capture a log and set the Sta field of 
this register to reflect that an error is pending.  Subsequent 
protocol errors will continue to be logged, but not reported. 
11b: PER logging and message reporting for this component is 
disabled.  Protocol errors will not be logged once this field is 
set.  Any pending error previously logged by this component 
will remain pending in the Sta field and in the PER log area (i.e. 
setting this field does not clear pending errors). 

Clearing of DevErrCntlStat.En will result in the device no 
longer reporting subsequent protocol errors. 
Reset value of this field must be 11b (i.e. once PER is enabled 
at the device, error reporting and logging remains disabled at 
the component by default, unless this bit is explicitly cleared 
prior to enabling PER at the device). 

RW M 

31:4 Reserved and Preserved RsvdP M 
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Table 7-15 describes the bit definitions of the Component Error Control & Status Register 1 (*ErrCntlStat1). 

Table 7-15: Component Error Control & Status Register 1 (*ErrCntlStat1) Fields 

Bit Location Field Description Attributes M/O 

5:0 Severity Logging Mask (SevLogMask) 
This field enables masking of error logging to PER log.  
Bit 0: If set, logging of severity priority 1 in Table 7-5 will be 
masked  
Bit 1: If set, logging of severity priority 2 in Table 7-5 will be 
masked  
Bit 2: If set, logging of severity priority 3 in Table 7-5 will be 
masked  
Bit 3: If set, logging of severity priority 4 in Table 7-5 will be 
masked  
Bit 4: If set, logging of severity priority 5 in Table 7-5 will be 
masked  
Bit 5: If set, logging of severity priority 6 in Table 7-5 will be 
masked  
Reset value of this field must be zero (i.e. no errors are 
masked unless explicitly set to be masked)  
The rules and guidelines on how/when to set mask bits are 
described in Section 7.4.2. 

RW M 

7:6 Reserved and Preserved RsvdP M 

13:8 Severity Reporting Mask (SevReportMask) 
This field enables masking of error reporting via PER message. 
Bit 0: If set, reporting of severity priority 1 in Table 7-5 will be 
masked  
Bit 1: If set, reporting of severity priority 2 in Table 7-5 will be 
masked  
Bit 2: If set, reporting of severity priority 3 in Table 7-5 will be 
masked  
Bit 3: If set, reporting of severity priority 4 in Table 7-5 will be 
masked  
Bit 4: If set, reporting of severity priority 5 in Table 7-5 will be 
masked  
Bit 5: If set, reporting of severity priority 6 Table 7-5 will be 
masked  
Reset value of this field must be zero (i.e. no errors are 
masked unless explicitly set to be masked). 
The rules and guidelines on how/when to set mask bits are 
described in Section 7.4.2.  

RW M 
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Bit Location Field Description Attributes M/O 

15:14 Reserved and Preserved RsvdP M 

25:16 PER Type Mask (PerTypeMask) 
This field enables masking of errors by PER Type.  
Bit 0: If set, reporting of Memory errors will be masked  
Bit 1: If set, logging of Memory errors will be masked  
Bit 2: If set, reporting of Cache errors will be masked  
Bit 3: If set, logging of Cache errors will be masked  
Bit 4: If set, reporting of ATC errors will be masked  
Bit 5: If set, logging of ATC errors will be masked  
Bit 6: If set, reporting of Link and Port errors will be masked  
Bit 7: If set, logging of Link and Port errors will be masked  
Bit 8: If set, reporting of Agent Internal errors will be masked 
Bit 9: If set, logging of Agent Internal errors will be masked  
Reset value of this field must be zero (i.e. no errors are 
masked unless explicitly set to be masked).  

RW M 

31:26 Reserved and Preserved RsvdP M 

 Device Error Control Flows 

The following subsections describe the legal and recommended flows for enabling and disabling PER capabilities 
of a CCIX device. CCIX compliant devices and systems must follow the rules and flows described below. 

 Error Masking Rules 

If software sets a mask prior to enabling of error reporting/logging at the component or device level (i.e. 5 

DevErrCntlStat.En=0 or DevErrCntlStat.En=1, *ErrCntlStat0.Dis=1, *ErrCntlStat0.LogDis=1), and all pending errors 
have been cleared (*ErrCntlStat0.Sta=0): 

Rule: Hardware must apply the mask by the time the enable takes effect (i.e. setting of DevErrCntlStat.En=1, 
*ErrCntlStat0.Dis=0, *ErrCntlStat0.LogDis=0), ensuring that no errors of the masked severity and/or PER type
are logged/reported (depending on what is being masked).  10 

For example: Software may set bit 0 of *ErrCntlStat1.SevReportMask and *ErrCntlStat1.SevLogMask (to 
mask all CEs at the component).  Hardware must guarantee that no subsequent error with severity priority 1 
(per Section 7.3.2.2 is reported or logged in the future (or until this mask is cleared). 

If software sets a mask after error reporting/logging at the component or device level has already been enabled 
(e.g. DevErrCntlStat.En=1, *ErrCntlStat0.Dis=0, *ErrCntlStat0.LogDis=0), and all pending errors have been 15 

cleared (*ErrCntlStat0.Sta=0): 

Rule: Hardware must apply the mask in a timely manner, ensuring that no errors of the masked severity 
and/or PER type are logged/reported (depending on what is being masked).  This mask must take effect 
prior to an immediate subsequent read of the same *ErrCntlStat0 and *ErrCntlStat1 Registers.  
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Software then reads *ErrCntlStat0 and *ErrCntlStat1 Registers and finds that no errors are pending. 
Hardware must guarantee that no subsequent error with severity priority 1 (per Section 7.3.2.2 ) is reported 
or logged in the future (or until this mask is cleared). 

If software sets a mask and the immediate subsequent read of *ErrCntlStat0.Sta finds that there is an error 
pending, software may clear the status and follow up with another read.  Since hardware must guarantee that 5 

the mask was in effect by the first read, no masked error should be left pending by the second read. 

 Recommended Flow for Enabling Errors at Boot 

On UEFI compliant systems, it is recommended that UEFI must ensure that PER reporting and logging is disabled 
at UEFI Core Exit Boot Services.  It is required that boot firmware puts the CCIX device into a known and stable 
state prior to transitioning to the OS or Hypervisor control.  This will be necessary because the OS/Hypervisor 10 

will not be able to handle protocol errors until the CCIX PER driver has loaded and initialized PER capabilities of 
the device (per the appropriate platform RAS policy).   

CCIX PER driver will take the following steps for each CCIX device discovered.  The driver will first ensure that 
DevErrCntlStat.En is cleared.  For each CCIX component on that device, it will perform the following sequence. 

Fetch user RAS policy for each device component 15 

If RAS policy exists, and indicates to disable PER logging 

a. Set *ErrCntlStat0.LogDis=1

b. Move on to next CCIX component

If RAS policy exists, and indicates to disable PER message 

a. Set *ErrCntlStat0.Dis=120 

If RAS policy exists, and indicates severity mask 

a. Set *ErrCntlStat1.SevReportMask, *ErrCntlStat1.SevLogMask, and *ErrCntlStat1.PerTypeMask based on
device/component policy

After all components have been configured, set DevErrCntlStat.En=1. 

 Guidelines for Dynamic Error Mask Updates 25 

It is recommended that CCIX protocol errors for a component are disabled during updates to the *ErrCntlStat1 
mask fields.  However, if dynamic mask updates are necessary while the component error logging is enabled (i.e. 
DevErrCntlStat.En=1, *ErrCntlStat0.LogDis=0), software is required to query the *ErrCntlStat0.Sta immediately 
after updating the mask.   

If *ErrCntlStat0.Sta=1, software must check if the error severity or PER type is intended to be masked.  If it is an 30 

error intended to be masked, software may clear the error and proceed assuming the mask has taken effect 
from this point on.  Otherwise, software must handle the error that has been logged. 

If *ErrCntlStat0.Sta=0, no action is needed and software may proceed assuming the mask has taken effect from 
this point on. 

for  

Eva
luati

on



 

CCIX ATS Specification © 2016-2019 CCIX Consortium, Inc. ALL RIGHTS RESERVED. 343 of 346 
July 8, 2019 
 

 

Chapter 8. CCIX ATS Specification 

8.1 Introduction 
Memory requests issued by a CCIX® Request Agent (RA) use physical addresses. Accelerator Functions (AFs) 
associated with an RA must present a Physical address to the RA. AFs handed a virtual address by software must  
perform address translation prior to using the address.  Request Agents must not issue memory requests with 5 

untranslated virtual addresses onto a CCIX link as this may violate page table based security or virtualization 
which is hidden from the RA and its controlling software. 

There are two methods an AF may use to translate a virtual address. The first is to obtain address translations 
from the host system using a variant of PCIe-defined Address Translation Services before performing translated 
memory requests. The second method for obtaining translated addresses is for the AF to contain an MMU that 10 

supports the native page table formats of the host system. The specific requirements for a native MMU are 
specific to the host platform and outside the scope of this specification.  

8.2 Address Translation Services 
An AF may use a variant of PCIe-defined ATS to obtain translated address and manage the state of translations 
stored in a local ATC. The ATC is logically located in the pipeline between the accelerator’s request generation 15 

logic and the CCIX request agent. The CCIX cache may only store data tagged using translated addresses.  

PCIe formatted ATS translation requests, translation completions, invalidation requests, page requests and page 
responses are sent over VC0. Invalidation responses may be sent on any VC except for the CCIX VC.  

CCIX compatible root ports and their associated Translation Agents must support PASID prefix in conjunction 
with PCIe ATS. CCIX Request Agents may optionally support PASID prefix.  20 
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8.3 Invalidation Semantics 
The ATS invalidation completions semantics are modified when interacting with the CCIX VC. An Invalidation 
Completion from an Acceleration Function may not be returned until the following conditions are met: 

• Normal PCIe ATS invalidation semantics are satisfied within the non-CCIX VCs. 

• All translations derived from the invalidated address range have been removed from the Request 5 

Agent’s ATC. 

• An AF will not generate new requests using the invalidated translations. 

• All outstanding cacheable requests using invalidated translations have been completed to the cache. For 
example, a cacheable write is completed after it is written into the cache. A cacheable read is completed 
after the target data is loaded into the cache.  10 

• All outstanding device and non-cacheable requests using invalidated translations have been completed.  

ATS invalidations do not cause data within the targeted Request Agent’s cache to be invalidated or evicted. The 
cache may contain lines in any state associated with translated addresses that were derived from the previously 
valid translations. 

8.4 Memory Type Information 15 

In addition to obtaining translated page addresses, a CCIX Request Agent requires memory type information to 
properly interact with the memory at the translated address. The memory type information determines the 
types of operations that are supported on the CCIX link and whether data may be locally cached or not.  

 Memory Type 
CCIX requires use of the ATS Memory Attributes. This change to ATS allows for the required memory type 20 

encoding to be returned in ATS Translation Completions.  The format of these ATS Translation Completions with 
Memory Attributes is shown below.  All blank fields are conformant to their definition in the PCI Express Base 
Specification on Address Translation Services. 

 

Figure 8-1: ATS Translation Completion with Memory Attributes Format 25 
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Table 8-1:  [Table removed. Caption retained for consistency of numbering.] 
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